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1.  INTRODUCTION 

The Australian Community Climate and Earth-System Simulator (ACCESS) is a new coupled 

ocean and atmosphere climate modelling system being developed at the Centre for Australian 

Weather and Climate Research (CAWCR). ACCESS uses the UK Met Office Unified Model (Met 

UM, Davies et al. 2005) as its atmospheric component, which is coupled with the GFDL Ocean 

Model version 4.1 (MOM4p1, Griffies et al. 2009) and the Los Alamos National Laboratory Sea 

Ice Model version 4.1 (CICE4, Hunke and Lipscomb 2010), using the numerical coupler 

OASIS3.25 (Valcke 2006). The development of ACCESS has followed the implementation of the 

numerical weather prediction (NWP) system developed by the UK Met Office which uses the Met 

UM for atmospheric prediction with a 4-DVAR assimilation system.  

One of the primary purposes for the development of the ACCESS system is to provide the 

Australian climate community with a new generation fully coupled Earth atmosphere modeling 

system for climate research and applications. The (uncoupled) system is also used in the Bureau of 

Meteorology for operational NWP forecasting, where it has demonstrated significant improvement 

in forecast skill compared to previous systems (Puri et al. 2010). The initial implementation of the 

ACCESS system started in 2007 and has been officially operational at the Bureau since the 17 

August 2010. It has also been used to perform the experiments for analysis studies, supporting the 

Fifth Assessment report of the Intergovernmental Panel on Climate Change (IPCC AR5) and the 

Coupled Model Intercomparison Project phase 5 (CMIP5) (Taylor et al. 2012). 

A special issue on ACCESS model development and evaluation is currently under preparation and 

will be available soon in the Australian Meteorological and Oceanographic Journal. This report is 

to document modifications and improvements to the ACCESS atmospheric model. Due to the 

reasons described by Bi et al. (2013a), two versions of the model were chosen for the IPCC AR5 

experiments and they are distinguished by their atmospheric and land surface components; the 

ocean and sea ice components are the same in both. The first model version is referred to as 

“ACCESS1.0” which uses the Met UM model configured for the HadGEM2 atmospheric physics 

and the Met Office’s MOSES land surface model (Martin et al. 2011). The second model version is 

referred to as “ACCESS1.3” which includes significant new atmospheric physics, similar to that of 

the Met Office GA1.0 (Hewitt et al. 2011). A major difference between HadGEM2 and GA1.0 is 

the cloud scheme. HadGEM2 uses the modified diagnostic cloud scheme of Smith (1990) while 

GA1.0 uses a new prognostic cloud scheme PC2 (prognostic cloud prognostic condensate; Wilson 

et al. 2008a). Importantly, ACCESS1.3 includes the “Community Atmosphere Biosphere Land 

Exchange” land surface scheme (CABLE, Kowalczyk et al. 2006).  
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The successful implementation of the Met UM in the ACCESS system has involved significant 

technical and scientific efforts, especially with the ACCESS1.3 version. This is because the initial 

Met UM GA1.0 model was configured for use with a different ocean model (NEMO, Madec, 2008) 

and because it was a step towards the development of HadGEM3, which has continued with 

subsequent GA releases (e.g. Walters et al. 2011). Thus considerable tuning and adjustments 

experiments were required to make the overall model performance satisfactory. For this reason, a 

series of test runs were performed to evaluate model performance and several modifications to the 

Met UM atmospheric physics, MOM4p1 ocean model and sea ice model were made to correct 

problems identified from the test runs. Since the most modifications were conducted for 

establishing ACCESS1.3, the results presented in this report are only from this version of the 

model. The modifications to the ocean and sea ice models have been described in separate papers. 

This report will present modifications to the Met UM atmospheric physics. It should be noted that 

although CABLE has been included in this version, it was not available during the course of 

conducting this series of test experiments. Therefore, all results presented in this report do not 

include CABLE.       

Some modification and development work was conducted using the ACCESS single column model 

(SCM) and AMIP type climate experiments. This is because they run much faster than the full 

coupled-model so the modifications can be quickly evaluated. The results from SCM runs can also 

be compared directly with observations. Results from some of these experiments are also included 

in this report. 

Finally, physics development work outside of that intended for immediate use in CMIP5 or 

operational NWP is also described here. This longer-term research, for example in the area of PBL 

parameterisation and the use of superparameterization methods for convection, is intended to 

impact the design of future systems, or to provide underpinning support for parameterisation 

development. 

2. MODIFICATIONS OF ATMOSPHERIC MODEL PHYSICS FOR 

IMPROVING SST SIMULATION IN ACCESS1.3 

The first version of the ACCESS coupled model with the Met Office UM configured for the 

prototype HadGEM3 atmospheric physics had a significant cold sea surface temperature (SST) 

bias. Although cold SST bias is a common problem in most coupled systems (Lin, 2007; Luo et al. 

2005; Jungclaus et al. 2006), the biases in ACCESS were larger than those documented errors from 

other models. Figure 1 shows the distribution of the SST difference between the averaged SST 

from 100 years of the ACCESS model integration and the observed global climatological SST data 
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(http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html). It is evident that cold SST biases exist 

in almost the entire northern hemisphere, with larger biases along the tropical equatorial region 

where the maximum cold SST error is about -6 K. In contrast, warm SST biases occur in the 

southern ocean between 30 oS and 70 oS. Although the cold SST bias in the North Atlantic Ocean 

is larger than the biases in the tropical region, the performance in the tropics is a major concern in 

coupled-models because this is a key area linked to climatic variability such as the El Niño-

Southern Oscillation (ENSO). The ACCESS-OM benchmarking experiment (Bi et al. 2013b) using 

CORE normal year forcing (Large and Yeager (2004)) does not show such a large cold bias, 

suggesting that the cold biases in ACCESS model may result from the MetUM atmosphere. In 

order to confirm this and find solutions to improve the simulations, a large number of testing 

experiments have been conducted. These tests cover the radiation, clouds, convection and surface 

wind stress. These works will be described in the following sub-sections.  

 

Fig. 1 SST difference (K) between the averaged SST from 100 years of the ACCESS model integration and 

the observed global climatological SST data.  

2.1  Possible reasons for the cold SST bias  

Solar radiation can penetrate the ocean, heating the sea water down to about 500 meters, depending 

on the water clarity. Sensitivity studies have shown that the solar radiation absorbed in the upper 

few metres significantly influences intraseasonal SST variations through changes in the amplitude 

of diurnal SST variation (Shinoda, 2005). A second factor that influences the SST is the 

atmospheric surface wind stress that largely determines the distribution of the oceanic surface 

current (OSC) and subsequently the distribution of the SST. Luo et al. (2005) tested different levels 
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of OSC coupling in a CGCM and concluded that a full inclusion of OSC in the physics of the 

atmospheric surface layer was required to reduce the Tropical Pacific SST bias. 

Chen et al. (1994) investigated the roles of vertical mixing depth, solar radiation, and wind stress in 

an ocean model simulation of the SST in the tropical Pacific Ocean using a hierarchy of numerical 

experiments with various combinations of vertical mixing algorithms and surface-forcing data. 

They found that the SST seasonal cycle can be well simulated by improving the representation of 

the vertical mixing layer depth, but the accurate annual mean SST cannot be confidently 

reproduced without more accurate forcing data. Chen et al. (1994) used three different products of 

solar radiation as forcing to run an ocean model and the difference between these data is, on 

average, 40-60 W m-2. The SST simulated using these solar radiation data can differ by as much as 

6K. They also tested three different wind stress forcing data sets and found that SST can be 2K 

cooler when the wind stress is stronger. From these experiments they concluded that any attempt to 

attribute the annual mean SST errors to model deficiencies would not be successful until the 

uncertainty in the surface heat flux is greatly reduced. 

In order to understand the reasons behind the SST biases in ACCESS, we first analysed the surface 

energy budget and compared the results with observations. We use the surface latent and sensible 

heat flux dataset from the project of the Objectively Analyzed air-sea Fluxes (OAFlux) for the 

Global Oceans (Yu and Weller, 2007) and the surface shortwave (SW) and longwave (LW) 

radiation data from the International Satellite Cloud Climatology Project (called ISCCP-FD) 

(Zhang et al. 2004) as the benchmark to evaluate ACCESS model results. The OAFlux and ISCCP-

FD data are available at 3-hour time steps from 1983-2009. These data are averaged into a long 

term annual mean climatology.  

Figure 2 shows a comparison of each heat flux component at the ocean surface and the difference 

between the modelled values and observations. Panel A shows the net downward SW flux. It is 

seen that the bias in net downward SW flux is negative in the Northern Atlantic Ocean and tropical 

equatorial Ocean, and positive in the southern hemisphere with larger biases in the belt between 

45oS – 70oS. The excess net solar radiation in the Southern Ocean is a common problem in most 

climate models (Wild 2005; Trenberth and Fasullo, 2010; Haynes et al. 2011) and Bodas-Salcedo 

et al. (2008, 2012) have investigated this issue within the context of the Unified Model. Our focus 

here is on the ACCESS configuration and specifically on the negative bias in net solar radiation 

from the west coast of South America towards the Tropical Warm Pool in the Tropical equatorial 

Ocean, which is roughly the area where the cold SST biases occur, although the area of SST bias 

extends further west. There is also positive bias in SW going from Central America westwards into 

the tropical Pacific. The negative bias in the tropical equatorial region attracts our attention as it is 

possible that the cold SST bias may be due to insufficient solar energy entering into the ocean. 
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The net LW flux differences in Fig.2b show a positive bias in the latitude belt around 45 oS. Since 

the positive LW bias means lost energy from the ocean surface it can partially cancel the positive 

net SW bias in this region. The LW biases in the tropics and northern hemisphere are relatively 

small, indicating that the LW bias may not be responsible for the cold SST bias in these regions.  

We now move to look at the turbulent heat fluxes. Figure 2c shows the observed latent heat 

flux（ OAFlux）  and the difference between the modelled and observed values. It can be seen that 

the model produces positive biases over the large tropical and Southern Ocean areas. These 

positive biases imply that the ocean is losing heat to the atmosphere and may lead to a cooling of 

the SST. The actual relationship between SST and latent heat flux, however, is more complicated 

and cannot be explained by thermodynamic considerations alone. It usually involves the interaction 

between convection and the large-scale circulation (Zhang and Mcphaden, 1995). The sensible heat 

fluxes are displayed in Fig.3d and they show that the magnitude of this component is much smaller 

than the latent flux, and the difference between the model and OAFlux is also small except in the 

high latitude Southern Ocean, the China Sea and Northern Atlantic Ocean. There is a positive bias 

in the Southern Ocean corresponding to the warm SST bias there and a negative bias in the China 

Sea and Northern Atlantic Ocean. 
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Fig. 2 Comparison of the surface heat flux components (a: net downward SW, b: net upward LW, 
c: latent heat, d: sensible heat) from OAFlux and ISCCP-FD (left column) and the 
differences between ACCESS and these references (right column).  

We also checked the wind stress generated by ACCESS and compared the result with that from the 

second version of the climatological forcing dataset Coordinated Ocean-ice Reference Experiments 

(COREv2, Large and Yeager, 2008). Fig. 3 shows biases in the zonal surface wind stress (ACCESS 

minus COREv2). The areas with positive biases represent weak zonal wind stress there. It is seen 

that the wind stresses over the tropical Pacific Ocean, Southern Ocean, Northern Pacific and 

Northern Atlantic are all underestimated by the ACCESS model. As discussed by Chen et al. 

(1994), the weaker wind stress usually results in warmer SST, especially over the Eastern Pacific 

Ocean because both upwelling cold water and advective heat flux will be weak. Therefore, the cold 

SST bias in the tropical Pacific Ocean is unlikely due to the effect of wind stress. However, the 

positive wind stress biases over the Southern Ocean could contribute to the warm SST biases there. 

 



 

 7 

 

Fig. 3 Bias in annual mean zonal wind stress (ACCESS minus COREv2) 

We now focus our attention on the surface heat flux. The above energy budget analysis indicates 

that larger biases exist in both the SW radiation and the latent heat fluxes and these errors could be 

the reasons behind the cold SST biases in the tropical equatorial regions. Although the interaction 

between latent heat flux and SST is complicated due to the involvement of convection and large-

scale circulations as mentioned earlier, the reduction of solar radiation at the tropical ocean surface 

certainly causes a cooling effect. Since the solar radiation at the surface is greatly affected by 

clouds, our first effort to minimize the SST errors in the model was focused on improving the 

representation of cloud in the UM. This includes improving: the prediction of cloud-fraction; the 

horizontal distribution of cloud water/ice content in a grid-box as seen by the radiation scheme and 

the vertical overlap assumptions for multiple cloud layers. In addition to the modifications to UM 

clouds, we also modified the air-sea flux scheme that leads to an improvement in the simulation of 

surface wind stress.  

The methods used to conduct these modifications have been described in relevant papers (Shonk et 

al. 2010; Franklin et al. 2012; Ma et al. 2012; Boutle and Morcrette, 2010). Only brief summaries 

are given below. 

2.2  Representation of the effect of horizontal structure of cloud on 

radiation 

Clouds are very complex in structure and interact strongly with radiation. Hence they are a very 

important aspect of the climate system and need suitable representation in climate models. 

However, the representation of cloud in climate models is relatively simple due to model resolution 

and computational limitations. Two main approximations are commonly used in most modern 

general circulation models when representing clouds in the radiation scheme. The first is the plane-

parallel approximation in which the horizontal structure of a cloud is represented by a single 
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homogeneous region of cloud in a grid box layer. Using this approximation the effect of cloud on 

radiation in each grid box layer can be determined by just two quantities: a cloud fraction and a 

single value of cloud water/ice content. While this treatment is computationally efficient, such a 

simple cloud structure usually overestimates the radiative effects of cloud (Barker and Davies, 

1992; Carlin, et al. 2002). The second approximation concerns the cloud vertical structure. Cloud is 

aligned vertically according to an overlap assumption. Most GCMs use the maximum-random 

overlap assumption (Geleyn and Hollingsworth, 1979), namely that two cloud layers are maximally 

overlapped if they are vertically continuous and randomly overlapped if they are separated by a 

clear layer.  

Shonk et al. (2010) developed a cloud horizontal inhomogeneity parameterization based on radar 

observations. They named this parameterisation the “triple-cloud” scheme, where they divide a 

homogeneous cloud layer into two separate columns: an optically thin layer and an optically thick 

layer. The cloud water/ice content for the sub-columns is assigned values via the equation: 

                          sub WW W f W    ,                       (1) 

where W is mean cloud water/ice content provided by the model’s cloud scheme for a gridbox; Wf  

= 0.75 is the fractional standard deviation of cloud water/ice content and was determined by radar 

observations. The radiative transfer calculations through the cloud are then performed twice: once 

for the thin layer and once for the thick layer. By doing so the effect of sub-grid scale 

inhomogeneity of cloud in a gridbox is taken into account. This representation can be easily 

implemented in the ACCESS model because the Edwards and Slingo radiation scheme (Edwards 

and Slingo, 1996) used in ACCESS has a function to split a grid box layer into columns of clear, 

convective and stratiform clouds, thus giving three regions in the layer and maintaining the vertical 

coherence of convective cloud. The scheme also has a solver to deal with the radiative transfer 

calculations for three columns simultaneously in the layer so that the extra computational time is 

minimized. This triple cloud scheme has been implemented into the ACCESS model. The splitting 

of cloud water/ice by Eq. (1) is assigned to the stratiform and convective clouds in the layer, 

respectively, and this leads to a significant improvement in the simulation of SST (see results in the 

following section). 

2.3  Vertical exponential-random overlapping parameterization  

The vertical overlap assumption influences the cloud amount used in radiation calculations. 

Sensitivity studies have shown that small changes in global cloud amount result in noticeable 

biases in the global radiation budget (Randall et al. 1984; Slingo, 1990). Such changes in global 
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cloud amount can easily be introduced due to uncertainty in the cloud parameterization and 

inaccurate representation of the vertical cloud overlap. Barker et al. (1999) and Wu and Liang 

(2005) used data from a cloud-resolving model (CRM) and calculated the radiative fluxes through 

clouds using a radiative transfer code. They found biases in the TOA short-wave flux caused by 

using the random overlap assumption in place of the exact overlap that were non-negligible in size 

with respect to plane-parallel biases.  

Hogan and Illingworth (2000) used radar data from Chilbolton to derive cloud overlap statistics and 

establish ‘true’ total cloud cover from two adjacent cloud layers. They then calculated cloud cover 

for pairs of cloud layers using maximum, random and maximum-random overlap and compared the 

values with the ‘true’ cloud cover from the radar data. They found that for pairs of cloud layers 

separated by at least one layer of clear sky, the clouds were overlapped randomly. However, for 

pairs of layers in vertically continuous cloud, the overlap varied with the vertical separation of the 

layers from maximum to random. They introduced an ‘overlap parameter’, α, as a measure of the 

degree of correlation between cloud positions in a pair of layers, 

     (2) 

where β represents actual overlap, the subscript max and rand represent maximum and random 

overlap, respectively.  α = 1 implies maximum overlap, and α = 0 implies random overlap. Hogan 

and Illingworth (2000) also calculated the variation of overlap parameter α with layer vertical 

separation. For discontinuous cloud, they found the overlap parameter to be approximately zero for 

all separations, indicating random overlap in this case. For continuous cloud, they found a near-

exponential decrease of the overlap parameter with vertical separation distance z . They derived 

the following expression to describe the variation of overlap parameter with vertical separation z : 

                   
0

exp
z

Z 


 

  
 

  ,                                 (3)     

where Z0α is a decorrelation height and related to the vertical resolution and the horizontal domain 

size. By analyzing radar data at different locations, they found that Z0α varies with latitude  and 

can be expressed by 

 

                 0 2.899 0.0275Z     .                               (4) 
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This approach, in which cloud overlap is a function of vertical separation of two layers and latitude 

is referred to as the “exponential-random overlapping” scheme.                   

2.4  Modification to the PC2 ice cloud-fraction 

There are two cloud schemes available in the ACCESS atmospheric model. The diagnostic scheme 

of Smith (1990) with modifications (Wilson et al. 2004) and a new prognostic cloud scheme “PC2” 

(Wilson and Bushell, 2007; Wilson et al. 2008a). The ice condensate is a prognostic variable in 

both schemes. The cloud fraction from the Met UM when using the diagnostic scheme is the sum 

of the cloud fraction from the largescale cloud scheme of Smith (1990) and a diagnostic convective 

cloud fraction described by Gregory (1999). The PC2 scheme includes prognostic variables for the 

cloud liquid-water content, the cloud ice-water content, the bulk cloud fraction, the liquid cloud 

fraction and the ice cloud fraction.  

Franklin et al. (2012) have evaluated these two schemes using the Met UM single column model 

(SCM) together with field observations from the Tropical Warm Pool–International Cloud 

Experiment (TWP–ICE). They found that the ice cloud fraction from the PC2 scheme was 

underestimated due to an assumption that ice depositional growth increases the cloud ice water 

content but not the cloud ice fraction. This assumption greatly reduces the correlation between ice 

water content and ice cloud fraction compared to that observed. Franklin et al. (2012a) modified 

the ice cloud fraction formulation of PC2 by including the effect of depositional growth on the ice 

cloud fraction,  

         
1/ 2(1 )

( / )
i

i

qi
C A A

qi A C


    ,                                (5) 

where iC is the ice cloud fraction, A is the area of the grid box that contains ice and is above ice 

saturation, qi  is the grid box mean ice water and ( / )iqi A C is the amount of ice that is present in 

the region of the grid box where deposition is occurring, and  Δ qi  is the source of IWC from 

depositional growth. This expression allows the ice cloud fraction to vary as a function of the 

vapour depositional growth rate of ice and gives more realistic variations in the PC2 cloud fractions 

as shown in Fig. 9 of Franklin et al. (2012). It will be shown in the following section that this 

modification leads to improved simulations of the cloud amount, cloud radiative forcing and SST 

in the ACCESS coupled-model. 
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2.5  Modification to thePC2 water cloud fraction 

Cloud fraction is the area of a model grid-box covered by cloud. Although it represents a 

percentage area covered by clouds, it is assumed that all clouds fill the grid box in the vertical 

direction to ensure a consistent treatment of solar and thermal-infrared, clear-air and cloudy 

radiative fluxes at the top and bottom of each model layer. Observations (human observer, ground-

based facilities and satellites) provide cloud fraction in the horizontal extension, or ‘area cloud 

fraction’ while the PC2 scheme, like most other GCMs, parameterizes cloud fraction as the volume 

of cloud in a grid box. Fig. 4 demonstrates the difference between the area fraction Ca and the 

volume fraction Cv, from which we can see that Ca is always equal to or greater than Cv and the 

difference changes with the vertical dimension of the grid box. 

Wilson et al. (2007) proposed a novel solution to improve the determination of the area cloud 

fraction in the Smith diagnostic cloud scheme. In this method, the thermodynamic profiles are 

interpolated or extrapolated onto three sublevels within a cloud layer and the diagnostic cloud 

scheme is run on each of the sublevels. Ca for the cloud layer is assigned as the maximum value of 

Cv from the three sublevels and this is used within the radiation scheme. Boutle and Morcrette 

(2010) implemented this method into the PC2 scheme to correct cloud fraction for liquid water 

cloud due to the effects of coarse vertical resolution. This scheme was implemented in UM7.3 for 

ACCESS1.3 

 

Fig. 4 Schematic of a distribution of clouds within a 3D grid box, where the cloud fraction by volume (Cν) is 
1⁄2, but the cloud fraction by area (Ca) is 2⁄3. (after Brooks et al. 2004) 

2.6  Modifications to the air-sea flux scheme 

Air-sea exchanges in a coupled ocean-atmosphere model are important to the accurate simulation 

of SST because the atmospheric surface stress exerted on the ocean surface is largely responsible 
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for the distribution of the oceanic surface current (OSC) and subsequently the distribution of the 

sea surface temperature (SST). Based on Monin-Obukhov similarity theory (MOST, e.g. Garrat, 

1994, p38), “bulk” algorithms to estimate the air-sea interface fluxes for momentum, sensible and 

latent heat can be expressed as 
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where u, T, q are wind speed, air temperature and specific humidity, respectively, 0  is the air 

density near the surface, pC  is the specific heat for air, g is gravitational acceleration. z1 is 

referred to as the near surface height within the atmospheric surface layer, and  z0m and z0s  are 

momentum and scalar roughness lengths. Surface exchange coefficients for momentum flux (cm) 

and scalar (sensible and latent heat) flux (cs) are found via 
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 ,                 (10)  

where  is the von Kármán constant and L is the Monin-Obukhov length. . m and s are are 

empirical functions to allow for stability corrections. The momentum and scalar roughness lengths 

z0m and z0s in the above equations are important parameters that influence the derived surface fluxes 

in a coupled model. In the Met UM model, they are determined using the Charnock relation for z0m  
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,                      (11) 

and the dependence of z0s on z0m and u* is given by 
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where γ is kinematic viscosity, b is a small constant to avoid mz 0  becoming singular at u*=0. α is 

the Charnock parameter which is normally taken as a constant, e.g. α=0.018 is recommended 

although there is scope for some variation.  Ma et al. (2012) compared the z0m and z0s values 

derived using the formulae above against results from field programs and found that discrepancies 

exist.  They then constructed a new expression for z0m with a variable Charnock parameter, together 

with a new scheme for  z0s.  The Charnock parameter to represent the momentum roughness in Eqn 

(11) is thus modified as a function of surface wind speed to,  
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 10nU is the 10 metre neutral wind, and the other quantities are fitting coefficients. The scalar 

roughness length is calculated as 
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where z0s
i is special scale roughness length at special knots of U10n

i. 

Figure 5 shows a comparison of the results for the new expression for α against those from field 

experiments, a constant value used in the standard UM7.3 model and the formulation used in 

COARE3.0 (Fairall et al. 2003).  
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Fig. 5 Estimates of Charnock parameters from various field experiments and evaluations: 1, Fairall et al 
(2003) evaluation; 2, COARE; 3, SCOPE; 4, MBL; 5, Yelland and Taylor (1996). The values from the 
standard UM7.3 model, COARE 3.0 and the new formulation are also shown  

It is evident that the constant value used in the Met UM is higher than most of the experimental 

data. The results from the new formulation well represent the field experiment data and are close to 

those from COARE 3.0. The evaluation of the modified scheme in the ACCESS model is given in 

the following section. 

3.   EVALUATION OF PHYSICAL MODIFICATIONS IN 

ACCESS1.3 

In this section, the atmospheric physical modifications described above are tested in ACCESS1.3. 

The integration of the ACCESS model was performed for 120 simulated years for each experiment 

using present-day conditions. The results for the last 100 years are averaged to generate the model 

climatology that is then compared with  corresponding values from satellite observational 

climatology. Cloud amounts from CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder 

Satellite Observation) and cloud radiative forcing at the top of the atmosphere from ISCCP-FD 

(International Satellite Cloud Climatology Project) are compared against the model products. We 

use results from five test cases to illustrate the impacts of these physical parameterisation 

modifications on the equilibrium states of ACCESS1.3. 100 years of integration may not be long 

enough for the model to establish true equilibrium but it is adequate for testing purposes. The first 

case is a control run (CNTL) without any change to the model physics. This run produces a large 
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SST cold bias as shown previously in Fig. 1. Four experiments were then performed subsequently 

to test the impact of our modifications. The first experimental run (EXP1) includes the effects of 

the inhomogeneous cloud distribution scheme triple cloud. The second (EXP2) is the same as 

EXP1 but adding the modification of ice cloud fraction. The third (EXP3) is the same as EXP2 but 

including the modification to the surface roughness length. The fourth (EXP4) is the same as EXP3 

but using the exponential-random overlap scheme. The area cloud correction scheme has been 

applied to all four experiments but the results are not analysed separately because its effect on SST 

is less significant than the others.     

3.1  Cloud field 

We first examine the cloud fields as they are a critical component of the radiation budget and the 

Earth’s climate. Although the ISCCP cloud data are normally used to evaluate model clouds, they 

are not used in this work since the ISCCP clouds at Polar Regions are not reliable due to the effect 

of high surface reflectance (Rossow et al. 1993). The ISCCP algorithm also has a limitation in 

being unable to detect thin cirrus clouds, which may result in an underestimation of high level 

cloud amount (Chevallier et al. 2004). We use CALIPSO cloud amounts instead because the 

instruments of CALIPSO have finer vertical resolution, are sensitive to thin cirrus clouds and can 

detect clouds right down to the surface. Five years of data from 2006 to 2010 are available and 

these observations represent the climatological characteristics of clouds. The results presented in 

this and next subsection do not include those of EXP3 because the modification to the surface 

stress has little effect on the cloud and radiation fields.   

Figure 6 shows the five year mean total cloud fraction determined using the CALIPSO data (a) and 

the differences between ACCESS modelled values and CALIPSO values (b-f). Figure 6b presents 

the total cloud amount error from the results of the control run relative to CALIPSO. It is seen that 

the total cloud amounts are generally underestimated over the whole globe except in the equatorial 

Pacific Ocean and Northern Atlantic Ocean. The underestimate of cloud cover by the PC2 scheme 

was documented in Franklin et al. (2012). Even after the implementation of the area correction 

scheme this problem still exists. Implementation of the inhomogeneous cloud scheme in the 

radiation calculations does not help to improve the cloud amount simulation. Instead, it results in a 

further reduction of cloud amount as seen in Fig. 6c. Although the reduction of total cloud amount 

in the eastern central equatorial region facilitates a correction to the cold SST bias, the cloud 

radiative effects in other areas are poorly simulated as seen in the next section. Implementation of 

the modified ice cloud fraction parameterization improves the model total cloud amount 

significantly as seen in Fig. 6d. The underestimate of cloud cover in EXP1 that occurred over the 

whole globe is reduced. The negative biases in the Polar Regions are changed to positive biases, 
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indicating the correction scheme has a large effect in cold regimes. Modifying the vertical cloud 

overlap changes the total column cloud cover. Figure 6f shows that replacing maximum-random 

cloud overlap method with exponential-random overlap scheme causes noticeable changes in total 

cloud amount. The values in the northern polar region and the southern ocean are increased and 

those over the southern polar region and the tropics are decreased (these changes can only be seen 

by difference between EXP4 and EXP2which are not shown here). 

We further compare cloud amount at different heights. Figure 7 shows the results for high cloud 

amounts. The high cloud amounts from the control run are underestimated from middle to low 

latitudes and overestimated in the southern high latitude ocean and the north polar region. The 

model high cloud amounts are not large enough in the deep convection areas such as the tropical 

warm pool, central Africa and South America. Since high clouds over the tropics have a warm 

effect, insufficient high level cloud amount in these areas may be partially responsible for the cold 

SST bias seen in Fig. 1. Implementation of the inhomogeneous cloud scheme causes further 

reductions in high cloud cover as seen in Fig. 7c. The systematic underestimation of high cloud 

cover in the EXP1 is largely corrected by the ice fraction correction scheme as shown in Fig. 7d. 

The improvement in the tropical regions is quite significant, leading to a better longwave radiative 

forcing simulation which will be shown in the next section. However, the high cloud amounts in 

high latitude regions from this run are larger than the observations. The changes in cloud vertical 

overlap result in a slight reduction of high cloud cover in the tropics, but cause some modest 

increases in in high cloud in the high latitudes. 
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Fig. 6 Comparisons of total cloud amount between CALIPSO measurements and ACCESS modelled 
values. Panel a shows CALIPSO total cloud fraction. Panels b – f are difference between model and 
CALIPSO. 

The comparison for middle cloud is shown in Fig. 8. The middle level cloud amounts in the control 

run are underestimated over the tropics but mostly overestimated in the middle-high latitudes. 

Similar to the high cloud case, the effect of the inhomogeneous cloud scheme is to decrease the 

middle cloud and it results in the best comparison among the four test runs. Again, the modified ice 

cloud fraction scheme leads to increases of the middle cloud amount in middle-high latitudes. The 

change in the vertical overlap scheme leads to a slight increase in middle cloud in the northern 

polar region. However, it should be noted that CALIPSO midlevel cloud fraction could be 

underestimated in regions of thick cloud due to attenuation of the lidar 

The comparison for low clouds is presented in Fig. 9. The control run generates excess low level 

clouds in the equatorial pacific, Northern Pacific, Eastern and northern Atlantic Ocean, Tibetan 

Plateau and Antarctic. The low cloud amount is less in the Indian Ocean, Africa, South-eastern 
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Pacific and South America. Implementing the inhomogeneous cloud scheme has little effect on low 

level clouds. The use of the modified ice cloud fraction parameterization results in increases of low 

cloud in high latitudes. This indicates that there must be a lot of low level ice cloud in these 

regions. Implementing the vertically exponential-random overlap scheme slightly increases low 

level clouds in high latitudes. 

 

Fig. 7 Same as Fig. 6 but for high cloud amount.  

It should be noted that the methods used to determine the cloud amount by CALIPSO are different 

from that used in the model. This may cause some inconsistency. Franklin et al. (2012) evaluated 

ACCESS model clouds from AMIP experiments using the COSP (the Cloud Feedback Model 

Intercomparison Project (CFMIP) Observational Simulator Package). In that study the model cloud 

amounts are determined in the same way as for CALIPSO, so that the results are more consistent 

than those in this paper. The results from Franklin et al. have shown that the middle level cloud 

fraction is underestimated in ACCESS AMIP experiments which is consistent with the result from 

the similar experiment performed by Bodas-Salcedo et al. (2012) using  MetUM GA1.2. The 

inconsistent result for middle level cloud found in this work is likely due to the cloud-analysis 

method used in the current coupled-model. 
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Fig. 8 Same as Fig. 6 but for middle clouds. 

 

Fig. 9 Same as Fig. 6 but for low clouds. 
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Fig. 10      Biases in net downward solar radiation at surface (ACCESS model minus ISCCP-FD).    

3.2  Radiation fields 

The solar radiation absorbed by the ocean surface layer is an important factor that has a direct 

influence on the SST. To be useful, any modification to the model physics must result in 

improvements to the net solar radiation at the surface in order to improve the SST simulation. 

Figure 10 shows a comparison of biases in the net downward solar radiation at the surface before 

and after the modifications described in the earlier section. As has been mentioned earlier, the 

original Met UM used a plane-parallel homogeneous cloud approximation in the radiation 

calculations and this resulted in an overestimation of cloud effects on the surface solar radiation. As 

seen in Fig. 10a the net solar radiation in the northern hemisphere was generally underestimated 

while that in the southern hemisphere was overestimated. The underestimation of the downward 

solar radiation in the northern hemisphere in the ACCESS model is largely due to the effect of the 

inaccurate representation of cloud inhomogeneity in a grid box. Replacing the homogeneous cloud 

liquid/ice water content with the triple clouds thin and thick column values in the radiation 

calculations improves the modelled net solar radiation significantly in the northern hemisphere as 

seen in Fig. 10b.  The negative biases from the east coast to central equatorial Tropical Ocean, east 

coast of China and Atlantic Ocean are all reduced. It is interesting to see that some positive biases 

in the southern hemisphere are also reduced. This is due to the correction of water cloud fraction 

using the area cloud correction scheme.  
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Inclusion of the modified ice cloud fraction scheme further improves the net solar radiation 

simulation. It is seen from Fig. 10c that the positive biases shown in Fig. 10b are clearly reduced, 

especially in the southern ocean but the negative biases in the tropical ocean are not increased. A 

shift to the exponential-random overlap scheme causes increases in the net solar radiation in the 

tropical warm pool, tropical land areas, and the North Pole, which increases the error. The warm 

bias in the southern ocean is further reduced with the inclusion of this overlap scheme. 

                  

Fig. 11 Biases in cloud longwave radiative forcing (left column) and zontal mean distribution of longwave 
forcing (right) from three ACCESS model runs. The cloud radiative forcing determined by the ISCCP-
FD is used as a benchmark.   

Figure 11 shows the results of cloud longwave radiative forcing (LRF) difference between model 

simulations and observation. The control run results in excess longwave forcing along the middle 

latitude storm track in the northern hemisphere and most parts of the southern ocean. These excess 

LRF are clearly due to the excess high level cloud covers as shown in Fig. 8. A shift to the triple 

cloud inhomogeneous scheme leads to a significant improvement in the longwave radiation in the 

Southern Hemisphere midlatitudes. The positive biases in the Southern Ocean are reduced 

dramatically, but results for the Northern hemisphere are less accurate. The negative biases over the 

northern hemispheric become larger than those from the CNTL run. This is due to the reduction in 
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the middle and high level cloud amounts as seen in Figs 8c-9c. This reduction is corrected by the 

modified ice cloud fraction scheme and the LRF is further improved as seen in Fig. 11c.  

   

Fig. 12 Biases in cloud shortwave radiative forcing (left column) and zonal mean distribution of shortwave 
forcing (right) from the three ACCESS model runs. The cloud radiative forcing determined by the 
ISCCP-FD is used as a benchmark.    

Figure 12 presents the results of shortwave cloud radiative forcing (SCRF). Over the tropical 

equatorial ocean, the control run (a) produces excess SCRF; this is consistent with the net solar 

radiation at the surface. Over the northern hemisphere, the SRF from this run is pretty good and 

this is very clear from the zonal mean comparison between the modelled values and ISCCP results 

shown in the top right panel. Using the triple clouds schemes (b) makes the SRF worse in most 

regions, especially over the high latitude ocean in the southern hemisphere where the SCRF is 

significantly underestimated. The inclusion of the modified ice cloud fraction scheme results in the 

simulations of SCRF improving, particular in the Northern Hemisphere. However, the 

improvements in the Southern Hemisphere are not large enough and the model still has a 

significant error over the Southern Ocean.  
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From the above analysis, possible problems in the PC2 cloud scheme may be revealed. The LCRF 

from the final ACCESS model configuration is better than the SCRF, which implies that the water 

cloud properties in the ACCESS model may be inaccurate. The first sign is that the low level cloud 

fraction is underestimated over the southern ocean, which is partially responsible for the 

underestimation of the SCRF and excess heat flux in this region. The second suspicion is that the 

cloud liquid water content predicted by the PC2 scheme may not be large enough. This 

underestimation can compensate for the errors due to the use of a plane parallel homogeneous 

cloud in a model grid box and explain why the SRF from the control run is generally better than 

that from the other experiments. After this uncertainty is corrected by the inhomogeneous cloud 

water content from the triple cloud scheme, the effect of underestimated liquid water content is 

exposed. The third possible problem is that the cloud phases may be incorrect over the southern 

ocean. Analysis of observations from satellites (Morrison et al. 2011) has shown the extensive 

presence of supercooled liquid water over the Southern Ocean region, particularly during summer, 

but the models may fail to predict large enough quantities of such supercooled liquid water in this 

region. This analysis provides a clear research target for further improving the ACCESS model in 

the future.  

3.3  Wind stress 

Wind stress has tremendous influence on SST due to its effect on the advective and diffusive 

processes that redistribute heat in the upper ocean. A small change in zonal wind stress can 

generate large anomalies in latent heat cooling, equatorial upwelling, meridional advection, and 

zonal advection. Among all these effects, the anomalous zonal advection contributes most to the 

SST anomaly in the central equatorial Pacific (Chen et al. 1994). Therefore, any modification to the 

model physics should also result in improvements to the wind stress in order to improve the SST 

simulation. We now check if our modifications have met this goal. Fig. 13 shows biases in the 

annual mean zonal wind stress due to the implementation of the Triple-cloud scheme (EXP1). 

Compared with the results from the control run shown in Fig. 3, the biases in zonal wind stress 

have been reduced in the Tropical Equatorial Ocean, northern hemispheric oceans, and the 

Southern Ocean between 30o and 180o W. The improvement over the Southern Ocean will facilitate 

the reduction of the warm SST biases; but the reduction of positive biases in wind stress over the 

tropical ocean, in principle, may not be favorable to combat cold SST biases. The cold SST biases 

in this region, however, have been significantly reduced from this experiment as will be shown in 

Fig.15. The reason for this improvement is most likely attributed to the changes in the net solar 

radiation at the ocean surface as shown in Fig. 7b.  
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Fig. 13 Biases in annual mean zonal wind stress from EXP1 (ACCESS minus COREv2) 

 
We further examine the effects of modifying the air-sea flux scheme on the wind stress and SST. In 

Fig. 14, we plot wind stress vectors from EXP2, which has included the effects of the Triple-cloud 

scheme and the modified PC2 ice cloud fraction scheme. The SST biases in this experiment are 

overlaid as colour filled contours (upper panel). We use the results from this run as a base and test 

the effects of modifying the air-sea flux scheme. The cold SST biases in the central Equatorial 

Pacific are about -2K, which may be related to the model wind stress. It has been shown in earlier 

studies (e.g. Chelton et al. 2001; Chelton 2005) that the strong SST cold tongue in the east Tropical 

Pacific is usually related to overly strong southeast trade winds. There is a divergence of wind 

stress in the middle and west Tropics that is well correlated with the maximum of the SST gradient 

(Chelton et al. 2001). Therefore, modifying the wind stress divergence will improve the SST 

simulation. The modification to mZ 0 in Eq. (11) acts to ease the meridional divergence, while the 

modification to sZ 0 in Eq. (12) acts to ease the southeasterly wind. Both function to reduce the 

surface wind stress, which can be seen in the lower panel of Fig.14 where the wind stress 

difference between Exp3 and Exp2 is plotted. The SST difference between these two experiments 

is overlaid as a background. It is seen that SST in the central equatorial Pacific from EXP3 is 

increased. This SST change is due to the zonal heat flux associated with the reversed surface wind 

stress. 
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Fig. 14 Relationship between SST and surface wind stress in the Tropical Pacific Ocean. Upper panel shows 

wind stress with SST biases overlaid from EXP2. Lower panel shows the difference between EXP3 
and EXP2 for both wind stress and SST 

 

Fig. 15 SST biases simulated by ACCESS model from the four experimental runs.  
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3.4  SST field                    

Our final target is to improve the SST simulations. Figure 15 shows the distribution of SST biases 

from the four experimental runs. The results from the control run have been shown in Fig.1. It is 

seen that the implementation of the inhomogeneous cloud distribution scheme has resulted in a 

large improvement in the SST simulation. Cold SST biases in the northern hemisphere have been 

largely reduced, in particular, a large SST bias along the equatorial tropical Pacific Ocean shown in 

Fig. 1 has been reduced to about -2 ~ -3K in Fig. 15a. However, the negative effect from this 

modification is that the warm SST biases in the southern ocean are increased with the likely 

reasons for this discussed in the last subsection. Future research efforts will attempt to identify the 

reasons for this error and improve the parameterisations that contribute to the Southern Ocean SST 

errors. As analysed previously, the large reduction of cold SST bias in the central Equatorial Ocean 

is primarily due to the enhanced downward net solar radiation and this result is consistent with that 

presented by Chen et al. (1994). Implementation of the modified ice cloud fraction scheme further 

improves the SST simulation too. As shown in Fig. 15c, the SST cold biases are further reduced 

compared with that shown in Fig. 15b. It is interesting to see that this scheme not only reduces the 

cold biases in the middle and low latitude oceans but also reduces the warm biases in the southern 

high latitude ocean. Since the altitude of ice cloud in this region is much lower than that over the 

tropics, increases in ice cloud cover may have a cooling effect. This result supports our earlier 

conclusion that the cloud liquid water over the southern ocean needs increasing to combat excess 

solar radiation from reaching the ocean surface. Figure 15d shows the SST biases simulated by 

adding the modifications to the surface roughness length on top of EXP2. Although this 

modification has little effect on the radiation and cloud fields, it does improve the SST simulation. 

It can be seen that a narrow strip of the SST cold biases shown in Fig. 15c has been removed by 

this correction. In addition, the overall cold biases in the middle and low latitude oceans are further 

reduced. Figure 15e shows the changes in SST biases due to changing the vertical cloud overlap 

from the maximum-random to the exponential-random scheme. The SST cold biases in the Pacific 

and Atlantic oceans have been further reduced. The warm biases in the south-eastern Pacific are 

also reduced. These changes are consistent with the total cloud changes as shown in Fig. 6f. 

Compared with Fig. 6e, the total cloud in the sub-tropics of the Northern Pacific is increased and 

this increases the cold SST bias there. The total cloud amounts in the tropical Pacific and Atlantic 

oceans are reduced so the SST in these regions are increased. The effect of vertical cloud overlap is 

to change total cloud cover. We can see from this study that this change may be dependent on 

cloud regimes. Detailed analysis on these regimes may be necessary to understand the effect of 

exponential-random overlap scheme and this will be conducted in the future.  
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4.  COMPARISON OF THE ACCESS SINGLE COLUMN MODEL 

IN A WEAK TEMPERATURE GRADIENT MODE TO ITS 

PARENT AGCM                     

This section presents our modification to the ACCESS SCM in order to make the simulated results 

from SCM more representative of those from AGCM. The conventional evaluation of single-

column models (SCMs) against observations is done with large-scale vertical velocity or large-

scale vertical advective tendencies specified. In this configuration there is no feedback between the 

model physics and large-scale dynamics. The external specification of the vertical velocity or 

vertical advection strongly constrains the precipitation field, and thus prevents these models from 

being very useful in understanding the factors which would control the occurrence or intensity of 

precipitation in a more realistic setting with interacting physics and dynamics. The weak 

temperature gradient (WTG) approximation offers a simple but physically-based way to 

parameterize large-scale dynamics in a SCM, allowing some interaction between physics and 

dynamics, although the parameterization of large-scale dynamics through the WTG is, of course, 

imperfect.  In this work, we have attempted to test the SCM-WTG framework in a “perfect model” 

setting more comprehensive than has been previously used for this purpose. We have compared 

statistically steady solutions with a SCM run under the WTG approximation to selected tropical 

statistics from a simulation done with the parent  GCM from which the SCM was derived.  We 

used the HadGEM1 climate model for this purpose. We are interested in understanding the degree 

to which an SCM with parameterized large-scale dynamics can serve as a surrogate for the full 

GCM.  Both successes and failures – those aspects of the GCM which the SCM can and cannot 

capture – are of interest.   

With the free-tropospheric temperature profile taken from an RCE solution computed with the 

SCM over an SST of 301K, SCM-WTG has zero precipitation for SST less than 301K, with 

precipitation increasing with SST above that value (See Fig. 16a).  This is qualitatively consistent 

with what has been found in similar studies with other models, both SCMs and cloud-resolving 

models.  Above the critical SST of 301K, the SCM precipitation values are between the 50th and 

75th percentile values from the GCM over similar SST.  For smaller SST, the SCM-WTG 

underestimates the precipitation, obtaining essentially zero compared to a distribution in the GCM 

with significant nonzero values.  Including horizontal moisture advection (Zhu and Sobel, 2011) in 

the SCM improves the agreement with the GCM, particularly in bringing the precipitation above 

zero in the lower-SST region; it also reduces the precipitation slightly for SST>301K, so that it 

closely matches the 50th percentile from the GCM (See Fig. 16b). 



     Defining heatwaves: heatwave defined as a heat-impact event servicing all community and business sectors in Australia 28

 

Fig. 16a Precipitation (mmd−1) as a function of SST in the SCM-WTG compared to the 25th, 50th and 75th 
percentiles from the GCM over the Western Pacific and Indian Ocean region.  

 

 

 
Fig. 16b Precipitation (mmd−1) as a function of SST in SCM-WTG with horizontal moisture advection 

compared to the  25th, 50th and 75th percentile values from the GCM over the Western Pacific and 

Indian Ocean region. 

5.  IMPROVED MJO WITH CONVECTION CHANGES IN ACCESS 

AMIP SIMULATIONS  

In Zhu and Hendon (2010), variability associated with the Madden-Julian Oscillation (MJO) in the 

latest version of the Met UM model is evaluated by comparison to observations and simulations 

from a climate- model in which a 2-dimensional cloud resolving sub-model replaced the traditional 

convective parameterization scheme.  To better understand the cause of the poor simulation of the 

MJO in the Met UM, diagnosing the behaviour of convection on the model grid scale was carried 

out in that paper.       

That work showed that in the Met UM the following features of convection associated with the 

MJO are not well represented: 1) There is still convection occurring in the relatively dry 
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environment, and also the precipitation stops growing after reaching 85% of the saturation fraction 

value; 2) The model fails to produce the pre-moistening by shallow convection before intensive 

rainfall events and rapid drying after the intensive rainfall event by the meso-scale downdrafts; 3) 

The baroclinic nature of the zonal wind  distribution associated with deep convection is not well 

captured, which could be due to the parameterised momentum transfer in the model; 4) The latent 

heat flux anomaly associated with intense rainfall events is only about half of that seen in 

observations and the cloud-resolved model.  

To improve the simulated MJO in the ACCESS climate model, we have made two changes in the 

model. The first is to change the trigger for shallow convection, so that the shallow convection can 

happen without a vertical velocity restriction. The second  is to increase the entrainment rate, which 

has been found useful for MJO simulation in other  GCM models.  

The simulation of the MJO is first assessed by examination of the space-time spectral density and 

signal strength of equatorially symmetric precipitation and zonal wind speed at 850 hPa U850 

(symmetric latitudes 2.5-10 degree) following Hendon and Wheeler (2008).  The observed spectra 

of rainfall (Fig. 17a) and U850 (Fig. 17b) exhibit pronounced peaks at eastward wavenumbers 1-3 

(OLR) and wavenumber 1 (U850) for periods centred on about 50 d. This spectral peak is 

indicative of the MJO (Salby and Hendon 1994) and it is seen to be well removed and distinct from 

the spectral peaks associated with higher frequency Kelvin waves.  

A similar analysis of the control experiment from the latest ACCESS climate model (Fig. 17c, d) 

reveals an absence of this strong spectral peak at 50 days, i.e., there is little MJO signal. A realistic 

spectrum of higher frequency Kelvin waves is simulated, but at the lower eastward frequencies 

associated with the MJO, the spectrum from control experiment appears mostly red, with no strong 

evidence of an intraseasonal spectral peak especially in OLR. Fig. 17e, f shows results from 

experiments in which the two changes associated with the convection scheme, noted above, are 

introduced. Comparing with the results from control experiment, Figs 17e, f exhibit improved 

spectral peak associated with the MJO in both OLR and U850, indicating that the intraseasonal 

variability simulation has been improved in ACCESS climate model with these convection 

changes.  

With increasing entrainment rates, the convective detrainments rate  increases as well, which helps 

to moisten the lower troposphere before the convection develops to the upper troposphere.  

Removing the restriction of vertical velocity for shallow convection allows shallow convection to 

happen before deep convection, and provides the pre-moistening condition for the deep convection 

(Zhu et. al 2009).   
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Fig. 17 Winter equatorial space-time spectra for OLR (left panel) and U850 (right panel). (a,b) 

are for the OBS,(c,d)  are for the control experiment, and (e, f) are for the experiment 
with the convection changes. 

 

(c) (d) 

(e) (f) 

(a) (b) 
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6.  PARAMETERIZATION OF THE STABLE BOUNDARY LAYER 

IN ACCESS 

6.1 Background and aims 

Several studies of the representation of boundary layer processes in atmospheric models have 

shown a number of shortcomings in the representation of the diurnal cycle (Brown et al. 2005; 

Holtslag, 2006; Svensson et al. 2011).  Typically, the magnitude of near-surface wind speed is 

overestimated overnight leading to a relatively weak diurnal variability under clear skies when 

compared to observations.  Part of this is attributable to the parameterization of stable conditions 

occurring overnight when wind speeds are generally light (< 2ms-1).  Models that use a First Order 

K-profile scheme to parameterize turbulent mixing in the boundary layer apply Monin-Obukhov 

Similarity Theory (MOST) to calculate fluxes of heat and momentum in the surface layer, which 

represents approximately the lowest 10% of the boundary layer.  It is recognised that MOST has 

some limitations at very high stabilities as it relies upon boundary layer height as a scaling term, a 

parameter that is difficult to define under stratified conditions (Newstadt, 1984; Smedman, 1988; 

Mahrt and Vickers, 2003), however it is still the most commonly used framework for the 

representation of surface layer fluxes in atmospheric models.  Whilst still operating within MOST, 

it is of interest to test whether an alternate formulation of the parameterization for momentum can 

improve the representation of momentum transfer in the surface layer.  A series of experiments was 

conducted with the Australian Community Climate and Earth System Simulator (ACCESS) in 

Single Column, Short Range Numerical Weather Prediction and coupled climate configuration to 

(a) test the effectiveness of an alternate stability function for momentum in improving the diurnal 

variability of wind speed, and (b) assess the sensitivity of the model general circulation to the 

change in the surface layer parameterization. 

6.2  A low wind speed parameterization for stable conditions 

A detailed analysis of low wind speeds under stable conditions was performed by Luhar et al. 

(2008) (hereon LH08) using field datasets from the CASES-99 intensive observational period and 

Cardington tower operated by the UK Met Office.  The authors pointed out that turbulence 

continues to exist at ‘super-critical’ values of the gradient Richardson number (Rig > 0.2 – 0.3).  

The nature of this turbulence under strong stability was found to be weak and anisotropic, in 

agreement with the conclusions of Galperin et al. (2007) and Zilitinkevich et al. (2007). 
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Noting the scatter of observations in Fig. 18.1b, the considerable spread of wind speeds in the 

range 0.1 <  < 2 can be seen to fall well below that predicted by the stability functions most 

commonly used in models.  As a result, present formulations tend to over-predict near-surface wind 

speed under increasingly stable conditions.  As an alternate approach, LH08 proposed a switch to a 

new scaling function for momentum to be applied at high stabilities based on the spread of wind 

speed observations from the Cardington and CASES99 datasets.  The rationale for this approach 

was: 

Observations showed a marked transition between turbulent regimes in terms of anisotropy and 

sensible heat flux. 

Wind speeds are typically overestimated in operational weather and climate models over land 

under stable conditions (Svensson and Holtslag, 2007). 

Fig. 18 Scatter of non-dimensional wind speed with stability (adapted from Luhar et al. 2008).                          
(a) Observations for low stabilities with common momentum stability functions.  (b) Observations for 
RiB > 0.25 with Luhar et al. (2008) momentum scaling overlaid for 0.4 ≤  ≤ 10 (red). 

However, rather than formulate a new flux-gradient function, the LH08 parameterization aimed to 

relate the non-dimensional wind speed (U/u*) directly to the stability parameter .  The following 

form of the non-dimensional wind-speed was chosen and the coefficients ,  and were fit to 

observations from the Cardington tower and CASES-99.  The LH08 function was: 
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where �� is the Von-Kármán constant,  = 1,  = 0.5 and  = 0.3. By defining the function in 

terms of dimensionless wind speed directly, one benefit of the LH08 parameterization was that it 

did not start with an assumption of a log-linear wind profile which is less defined at high stabilities.  

Furthermore, an integral form of a function fit to observations of the flux-gradient would be unable 

to sufficiently represent the rapid transition in turbulence character seen in the observations.  

However, if required the integral and gradient forms of the LH08 function may be derived easily. 

6.3  Single Column Model testing 

Initial test simulations showed that a ‘step change’ from the BH91 to the LH08 parameterization at 

the threshold stability of  = 0.4 (as depicted in Fig. 18.1b) was numerically unstable.  Therefore 

some form of smoothing needed to be applied between the two states.  For this purpose a weighting 

function was applied, based on the cumulative normal distribution (CND): 
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This determines the area fraction under the Gaussian normal distribution between zero and 1 and 

may have its shape adjusted by specification of the distribution mean () and standard deviation 

().  This percentage weighting is applied to both the BH91 and LH08 functions across the stability 

transition range.  The parameterised non-dimensional wind speed, with weighted transition, is 

given by adding a modification to the formulation of dimensionless wind speed such that: 
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where BH is the BH91 integral stability function for momentum, L is the LH09 non-dimensional 

wind speed parameterisation and  f  is the smoothing function applied across the stability range 

0.1 ≤  ≤ 10. 
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6.4  SCM results 

The smoothing of the transition between the BH91 and LH08 similarity functions proved effective 

in eliminating the numerical instability seen in previous experiments.  A numerically stable 

simulation was brought about using the parameter settings of  = 0.4,  = 1.00 in equation (16).  

This change to the momentum parameterization resulted in not only a decrease in nocturnal wind 

speed (Fig. 19a), but also had an effect on wind speeds at levels higher up in the boundary layer 

(Fig. 19b).  Interestingly, an examination of the differences in the profiles of zonal wind speed 

throughout the diurnal cycles of GABLS2 revealed variations in the magnitude of this effect.  At 

the beginning of the simulation (night 1) the LH08 parameterization had imposed a reduction in 

wind speed at the lowest two model levels (10m, 50m).  By daybreak (08 CST), a low level jet had 

evolved at 120m that was considerably stronger than the BH91 simulation.  This momentum 

quickly mixed down to the surface by early afternoon (14 CST) resulting in the entire low level 

profile (up to 250m) exhibiting a slightly stronger wind speed than for the equivalent time in the 

BH91 simulation.  The profiles for BH91 and LH08 eventually became equal by evening (20 CST) 

as they matched a generally neutral logarithmic profile.  As the boundary layer then became stable 

once again overnight, this pattern of profile evolution began again. 

(a)   (b)   

Fig. 19  Results for GABLS2 SCM test 2 (a) 10 metre wind speed, (b) difference in zonal wind profile at 6 
hourly intervals (nb. prime indicates 24th Oct). 

6.5  Testing in NWP forecast model 

The LH08 momentum stability function in the full 3D version of the ACCESS NWP model (APS1) 

resulted in a noticeable increase in the diurnal range of wind speed.  Under clear, stable conditions 

over land, wind speeds were typically decreased by between 10-20% whilst the daytime maxima 

remained relatively unchanged (Fig. 20a).  In order to test for larger scale effects on the general 

circulation of the model due to the change in surface momentum, the NWP model was run for 10 

days and differences noted in mean sea level pressure (MSLP) and in the tracks and life-cycles of 
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extra-tropical cyclones.  Figure 20b shows that after 6 days there are subtle changes in MSLP but 

these differences are very weak (< 3 hPa) and there is very little change in the structure of the 

circulation.  The effect on the evolution of individual extra-tropical cyclones was also very weak 

with small decreases in system duration and pressure depth the only noticeable differences (Table 

1). 

 

 

 

 

 

 

 

 

(a)  (b)  

Fig. 20 (a) Time series of 10m wind speed for clear sky case for control (blue), LH08 (red).  Boundary layer 
type indicated in black - a value of 1 denotes stable conditions. (b) Difference in day 6 ACCESS-G 
NWP forecast of MSLP comparing LH08 with operational momentum stability function. 

6.6  Testing in coupled climate model 

The LH08 low wind speed parameterization was also implemented in the ACCESS 1.3 climate 

model coupled to the CABLE land surface scheme, testing for effects upon the large scale 

circulation.  The model was run for 10 years and compared to an equivalent control climatology.  

Overall differences to the general circulation were of little significance in response to the new 

parameterization.  The greatest differences were noted in the surface wind speeds of the polar 

Cyclone track Control Mod-LH08 

   

Average duration (hrs) 95.1 90.8 

Laplacian (hPa.deg-2) 1.42 1.56 

Depth (hPa) 8.94 10.2 

Radius (deg) 5.44 5.88 

Table 1 Extra-tropical cyclone track statistics for 95th percentile of systems with longest duration 
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regions, particularly in the winter hemisphere where stable boundary layer conditions occurred 

most frequently (Fig. 21 a,b).  However, differences were not large in magnitude and did not cause 

significant changes to surface fluxes of heat or moisture (typically less than 5%).  This is a positive 

result as it indicates that the parameterization is functioning to decrease wind speeds under stable 

conditions and not significantly affecting the large scale climatology.  The change to the 

parameterization of winds at the surface also has a subtle effect on wind structure of the upper 

atmosphere.  However, as with the changes at the surface, the changes in the vertical profiles were 

small (< 10%).  The dipolar structures of the differences indicate a subtle shift in the location of the 

jets, most pronounced during DJF in the southern hemisphere (note that the magnitudes of these 

changes are small).  The effect of this could be a slight poleward shift in the storm tracks around 

Antarctica, however no significant change was seen in precipitation amount (not shown). 

 

Fig. 21 ACCESS 1.3 10 year climatology difference in zonal 10m wind speed for (a) DJF and (b) JJA.  
Difference in zonal average zonal wind speed for (c) DJF and (d) JJA. 
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6.7  Summary 

This series of experiments tested the sensitivity of ACCESS simulations to the LH08 stability 

function for momentum and demonstrated its effectiveness in decreasing near-surface wind speed 

under stable conditions.  As a result, the model was brought more in line with case study 

observations of nocturnal wind speed and an improvement was seen in the magnitude of its diurnal 

variability.  This effect upon wind speed was also seen in the full model implementation in both 

ACCESS NWP and coupled climate simulations (ACCESS 1.3).  Importantly, ACCESS showed 

little sensitivity on the large scale to the change in the surface layer parameterization.  On short 

timescales, only subtle changes were seen in the characteristics and behaviour of extra-tropical 

cyclones but there was a noticeable effect upon the diurnal variability of wind speed.  On the longer 

timescales of the coupled climate model the new parameterization had a subtle effect upon wind 

speeds near the poles and also resulted in a very weak poleward shift in southern hemisphere jet 

structure during the austral summer.  These experiments have shown that an improvement can be 

made to the representation of stable boundary layer wind speed via a relatively minor adjustment to 

the surface layer parameterization of momentum.  Furthermore, this change appears to have no 

significant effect upon the large scale circulation of the model in either NWP or climate 

configuration making it applicable to all model configurations. 

7.  IMPLEMENTATION OF NAM-SCA IN ACCESS SCM AND 

SOME PRELIMINARY RESULTS 

Cloud-convective interactions with the large-scale circulations in the tropical atmosphere are of 

critical importance in both global and regional modeling for both operational weather forecasts 

(e.g. monsoon onset) and for reliable future projections of climate change. However, the convective 

processes must be represented in an indirect manner, via parameterizations, due to a lack of 

horizontal resolution in current models, and the resulting inability of models to represent these 

processes explicitly. Arakawa and Shubert (1974) introduced the massflux scheme and this is the 

basis of most current cloud-convection representation. Progress on this problem has been slow 

since then e.g. Randall et al. (2003) suggest it is “deadlocked”. 

The goal of this project is to directly address this issue by implementing a new convection scheme 

NAM-SCA (Nonhydrostatic Anelastic Model under the Segmentally-Constant Approximation) into 

the ACCESS model. The experimental setup is to implement NAM-SCA into the ACCESS SCM 

and then compare it with standard convective schemes during two observational case studies: 

GATE (Global Atmospheric Research Program's (GARP) Atlantic Tropical Experiment) Phase III 

and TWP--ICE (Tropical Warm Pool--International Cloud Experiment). These cases were selected 
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both for the availability of data and the range of forcings involved: the magnitude of the large--

scale forcing is ten times stronger for the TWP--ICE case than the GATE case. This 

implementation will then be extended to the full 3D ACCESS model. 

NAM-SCA developed from studies into the subgrid-scale representation of physical processes for 

global models which led to a massflux convective parameterization situated between an explicit 

model and the standard massflux formulation (Yano et al. 2005, Yano and Piriou, 2008). In this 

scheme a full physical system is approximated by constant values (except for horizontal velocity) 

for every given horizontal segment – the segmentally-constant approximation (SCA). 

 The massflux parameterization is then obtained by assuming a nonhydrostatic anelastic model 

(NAM). This has been tested at Centre National de Recherches Météorologiques CNRM and 

Laboratoire de Météorologie Dynamique [LMD] with: limited segments, full resolution, and under 

dry and moist situations associated with precipitation (Yano et al. 2008a, b, c) 

NAM-SCA can be considered as a “compressed” superparameterization. A superparameterization 

is a method of handling subgrid-scale physical processes by directly placing an explicit model in 

each grid box. The “compression” comes from the SCA and can be thought of as an extremely 

flexible mesh-refinement approach under a framework of finite volume.  One of the main questions 

to address under full implementation in a 3D GCM is what degree of compression can be achieved 

e.g. when no convection is present, then NAM-SCA will be turned off. NAM-SCA has already 

demonstrated an ability to successfully simulate the Madden-Julian oscillation (MJO), which is 

extremely difficult to simulate with conventional parameterizations. A major Australian interest is 

a successful prediction of monsoon onset as well as break and active periods. 

ACCESS has been described elsewhere in this paper, so only a brief discussion of the relevant 

schemes is mentioned here. ACCESS (Puri, 2005) is based on the U.K. Meteorological Office 

Unified Model (Martin et al. 2006). The large-scale precipitation is determined from the water or 

ice content of a cloud and described by Wilson and Ballard (1999). The convection scheme is 

based on the Gregory and Rowntree (1990) scheme, which is built on the initial buoyancy flux of a 

parcel of air and includes entrainment, detrainment and the evaporation of falling precipitation. The 

large-scale cloud is described by either the diagnostic scheme of Smith (1990) with modifications 

(Wilson et al. 2004) or a new prognostic cloud scheme (PC2, Wilson and Bushell, 2007; Wilson et 

al. 2008a), note that the ice condensate is prognostic in both schemes. A comparison of the 

diagnostic and prognostic cloud schemes can be found in Franklin et al. (2012). 
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7.1  NAM-SCA model formulation      

The model is two-dimensional with five prognostic variables (w’ vertical velocity, è potential 

temperature, qv water vapour, ql cloud water and p precipitating water); the horizontal velocity is 

the zonal wind u’ and is diagnosed from the vertical velocity by mass continuity; the primes 

indicate that only deviations from the domain mean are considered for the two velocities; the 

domain mean zonal wind û is prescribed by observations; periodic boundary conditions imply the 

domain-mean vertical velocity vanishes, though a grid-box averaged vertical velocity is implicitly 

applied as part of the large-scale forcing; buoyancy is defined by the virtual potential-temperature; 

all physical variables are horizontally advected by the total zonal wind û + u’; the reference state 

potential temperature and water vapour is defined by domain-averaged vertical profiles that are 

updated every host-model timestep ÄT, which is 20 minutes for the ACCESS SCM. 

The large-scale/convective scale coupling is via a prognostic equation for any physical quantity ö 

i.e. 
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Where ñ is density while Fc and FL are tendencies for convective-scale processes in NAM-SCA and 

large-scale processes in the host model ACCESS, respectively. Now, while FL is made up of large-

scale advection and physical processes (radiation, surface fluxes, etc) we estimate it by 
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Where ö*(t+ÄT) is the latest state for ö before NAM-SCA is called. Thus, NAM-SCA is integrated 

in time from t to t+ÄT with both the large-scale zonal wind û and forcing FL fixed, and then the last 

state ö*(t+ÄT) is copied to ACCESS as an update of the domain-averaged/grid-box mean quantity. 

This is done for the five prognostic variables (w’, è, qv, ql and p) as well as for the mean cloud 

fraction over the period ÄT. Note that NAM-SCA at present only has liquid miscrophysics, so 

following Grabowski (1998) the cloud water is re-interpreted as a mixture of liquid and ice 

depending on the temperature: above -5oC all liquid; below -20oC all ice; and between -5oC and -

20oC a linearly interpolated mixing ratio is used. 

7.2  NAM-SCA preliminary results              

We have been testing NAM--SCA performance by varying both its minimum horizontal model 

resolution, Δx, and the horizontal domain size, L, for ranges of Δx = 0.5-16km and L = 32-512km. 
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Preliminary results suggest that improved simulations do not automatically occur as the domain 

size and model resolutions are increased, which one would intuitively expect. An example of this 

counter-intuitive result can be seen in Fig. 22. Here the mixing ratio for the TWP-ICE simulation 

with Δx=16km and L=256km is plotted over the height range ~3-11km in Fig. 2(d). Figs 22(a)-(c) 

plot the difference from this for the simulations with the same L but Δx=8km, 4km and 2km, 

respectively. 

 

Fig. 22 Time (ACCESS timesteps=20min)/model level (from ~3km to ~11km) plot of (d) mixing ratio for the 
TWP-ICE case from the ∆x=16km simulation. (a)-(c) are plots of differences from this for ∆x=8km, 
4km and 2km. All are run over a NAM-SCA horizontal domain of L=256km.  

Here we see that as the NAM-SCA resolution increases we get an increased moistening after mid-

way through the runs, time=600. But contrary to this near time=300 we see that Δx=4km has the 

largest drying/moistening dipole between levels 17 and 12. So simply increasing the resolution 

does not lead to consistent changes in the simulations.  

This point is again demonstrated in Fig. 23 where the outgoing longwave radiation is plotted for 

TWP-ICE with Δx=16, 8, 4 and 2 km. Once more we do not see a consistent relationship between 

the NAM-SCA resolution used and the changes in a physical quantity. For example, near 

time=300, the two lowest resolution simulations Δx=16 and 8km (black and red lines) are most 

similar with low values (~110-115 Wm-2)while the two highest resolution runs Δx=4 and 2km 

(b) 

(c) (d) 
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(green and blue lines) have similar much high values (~140-160Wm-2). However later around 

time=800 we see that all have similar values, though Δx=16 and 2km are most similar, as are Δx=8 

and 4km. Thus, it would seem that depending on the atmospheric situation the resolution can vary 

between having a large impact or almost none, and not necessarily in a consistent way related to 

increasing resolution. 

 

Fig. 23 Outgoing longwave radiation (Wm-2) against ACCESS timestep for TWP-ICE simulations using a 
horizontal domain L=256km and ∆x=16, 8, 4 and 2km (black, red, green and blue lines, respectively) 

A similar implementation of NAM-SCA has been made in ECHAM (ECMWF [European Centre 

for Medium Range Weather Forecasts] Hamburg version Atmospheric Model) and results from this 

are compared to those from ACCESS and reported in a collaborative paper which has been 

submitted (Yano et al. 2012). 

The preliminary results discussed here are under further investigation on two fronts: to examine the 

“grey area” in models where the need for parameterizations drops off as the resolution increases to 

such an extent that physical processes (such as convection) start to be resolved; and to investigate 

the impact of NAM-SCA when we introduce it to the ACCESS 3D model. One possible, longer-

term, goal, would be the use of NAM-SCA as a cloud-resolving “truth” in evaluating how the 

model represents convection as it occurs within the MJO, and how the convective parameterization 

can be subsequently  improved.        
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8.  SUMMARY AND CONCLUSIONS 

In this report, the major modifications to the MetUM atmospheric physics have been documented. 

These include the modifications to the UM model cloud, radiation and ocean surface stress fields 

for improving the ACCESS coupled-model simulation, the modification to the convection scheme 

for improving the ACCESS model MJO simulation, the modification to boundary scheme for 

improving low level wind speed simulation and implementation and test of a superparameterized 

cloud scheme in ACCESS SCM.  

The initial ACCESS coupled-model had a significant cold SST bias in the tropical equatorial 

region. Our studies have shown that this SST cold bias was largely due to the incorrect 

representation of model clouds and partially due to the ocean surface stress parameterization. The 

initial version of the ACCESS model assumed a plane-parallel homogeneous cloud distribution, 

and this blocks more solar radiation from reaching the tropical ocean than a more realistic cloud 

distribution. The model does not produce enough high level clouds in the tropics and therefore 

allows more longwave radiation to escape out of the Earth’s atmosphere. Both deficiencies cause a 

cooling effect at the ocean surface. To solve these problems we implemented a horizontal 

inhomogeneous cloud scheme in the radiation calculations, which led to a significant improvement 

in the SST simulation. We further modified the ice cloud fraction parameterization, which led to 

significant improvements in the modeled cloud amounts and cloud radiative forcing. This scheme 

also improved the SST simulation. Our third modification was to replace the vertical cloud overlap 

method by an exponential-random overlap scheme, which again improved the SST simulation. The 

fourth modification was to improve the surface stress modeling. The impact of this modification 

also reduced the cold SST biases. All these modifications have been used in the ACCESS1.3 IPCC 

AR5 and CMIP5 experiments with the exception of  the exponential-random overlap scheme which 

was tested after those experiments had been submitted. 

The SCM with large-scale dynamics parameterized by the adoption of the weak-temperature-

gradient approximation, has proved to be able to capture the relationship between model physics 

and the boundary forcings in a GCM.  It thus provides a useful tool to test the impact of model 

physics changes on climate model simulations, whilst retaining the advantages (simplicity, 

efficiency, etc) of the SCM framework. 

The convective-parameterization sensitivity studies presented here demonstrate the potential for 

improvement of the simulated MJO in the ACCESS climate model. Future work will further 

investigate the moistening effects of changes to the shallow convection scheme and entrainment 

rates, and examine the impact on the model simulation in more detail. The ultimate goal is to be 
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able to identify a set of convection scheme improvements which best reduce model biases and 

enhance MJO simulation. 

Changes in the stability function for momentum used in ACCESS  proved effective in reducing the 

overprediction of near-surface wind speed under stable conditions. Tests across a range of model 

configurations showed little sensitivity on the large scale to the change in the surface layer 

parameterization.  On both short and longer timescales, no significant changes were seen in the 

distribution of wind speed or storm track behaviour but there was a noticeable effect upon the 

diurnal variability of wind speed in regions commonly experiencing stable conditions. 

ACCESS, along with most current atmospheric models, must represent convective processes in an 

indirect manner, via parameterizations, and not explicitly due to a lack of horizontal resolution. 

However resolution is increasing, particularly in NWP and limited area models, and the question of 

when convective parameterizations should be “turned off” because the model can explicitly resolve 

some physical quantities is coming to the fore. In order to examine this issue we have successfully 

implemented the NAM-SCA convective superparameterization scheme into the ACCESS SCM and 

preliminary results suggest that improved simulations do not automatically occur as the domain 

size and model resolutions are increased. Future work in this area will be to implement NAM-SCA 

into the ACCESS 3D model and to examine the “grey area” where parameterizations and explicit 

resolution in models intersect. 
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