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ABSTRACT

ABSTRACT
C. Franklin®, M. Dix}, C. Jakob? and G. Roff*

The Centre for Australian Weather and Climate Research
?School of Mathematical Sciences, Monash University

Single column model (SCM) simulations using the MKt Office Unified Model (UM), which
is the atmospheric model in the Australian Commu@iimate Earth System Simulator
(ACCESS), are presented for the Tropical Warm Raelrnational Cloud Experiment (TWP-
ICE) field study. The formulations for the reprefsdion of clouds are compared to the
extensive observations taken during the field cagmpaiving insight into the ability of the
model to simulate tropical cloud systems. Tempeeatind moisture fields as well as the
vertical distribution of cloud properties are eatkd for a prognostic and a diagnostic cloud
scheme. It is important in climate simulations &wé the correct vertical distribution of clouds
because clouds redistribute energy vertically amldistribution of energy affects both local
and large-scale dynamics. The ACCESS/UM SCM prasltioe general cloud features
observed during TWP-ICE. During the active monsperiod the model produces too much
and deeper clouds and consequently the outgoirgyave radiation is too low. The thinner
anvil cloud in the model runs during the suppregs®ase results in too little longwave cooling
and a subsequent warm bias in the upper troposphleeemonsoon break period is a difficult
phase for the SCM to simulate and the resultingddcare not as deep as those observed and
too persistent. The prognostic cloud scheme istablepresent more of the observed
variability of cloud properties and due to the éiffinces in the way that the cloud schemes
interact with convection, the prognostic schemealpoes greater cloud amounts at the mid to
high levels than the diagnostic scheme. Changiegtiape of the vapour distribution in the
model from a top-hat to a triangular distributiegrsficantly reduced the low cloud cover,
which lead to better agreement with observationsdid not impact the clouds in the upper
troposphere due to the different forcing mechanigmsghese clouds. The use of a cloud area
fraction parameterisation that was developed fomtél clouds overestimates the cloud
coverage when used for this tropical case, howevsensitivity experiment shows that there is
a need in the model to apply a cloud area fract@eme to account for the model clouds not
filling the grid box in the vertical.

Assessing the performance of a prognostic and a diagnostic cloud scheme using single column simulations of TWP-
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INTRODUCTION

1. INTRODUCTION

The Tropical Warm Pool International Cloud ExpeminEl' WP-ICE) was a major field
campaign held in the Darwin area in January anduge 2006. One of the main aims of the
experiment was to provide boundary conditions aadatlation data for modelling studies to
help facilitate model development with a focus mpical convection and clouds. For a
detailed report on the TWP-ICE campaign, includimg meteorology and the observational
network, see May et al. (2008). The Darwin areaerpces a wide array of convective
systems consisting of active monsoon periods wjtical maritime storms and break periods
with more coastal and continental convection. Tixgeovations collected during the TWP-ICE
campaign allow for a detailed evaluation of thdigbof numerical models to simulate the
evolution of tropical cloud systems and their efffec the environment. Global climate models
(GCMs) must be able to represent cloud-scale p gnd the feedbacks between clouds and
the large-scale environment to ensure accurategtiops of climate change. One of the aims
of this study is to examine the different effedishe diagnostic and prognostic cloud schemes
on the state variables of temperature and humidity.

SN

A useful tool in the evaluation and developmenatofiospheric physical parameterisations in
numerical models are single column models (SCM). Randall et al. 1996). The SCM
represents a vertical column in a GCM and calcsltte temporal evolution of the vertical
profiles of temperature and moisture. The advedbipthe large scale flow is prescribed and
the errors produced by the model’s physical paransstions will be reflected in the
temperature and moisture fields. An advantagee®&8M approach is that by keeping the
large scale atmospheric circulation fixed, a beigsessment of the physical parameterisations
on the local model state is enabled. SCMs provisiengle, inexpensive means to identify
parameterisation errors and inadequacies, howeas¥,needs to be taken in the interpretation
of the SCM evaluation as the errors seen in the &@yl not be the same as those in the full
three-dimensional GCM due to the lack of feedbdeksveen the physics and the dynamics in
the SCM. If the SCM forcing data is realistic tthe SCM may produce smaller biases than
the GCM, however, because there is no feedbadiettatger scales in the SCM simulation, the
biases could grow with time and become larger thare of the full GCM (see e.g., Bergman
and Sardeshmukh 2003).

The focus of this study is to evaluate the perfaroeeof the atmospheric model in tropical
conditions associated with the monsoon and to iiyesteas for improvement in the model
cloud and convection schemes. The Met Office hasldped a new generation prognostic
cloud scheme (Wilson et al. 2008a) and the modauetion presented in this work provides a
comparison of the new cloud scheme with the comlianostic scheme. The results presented
in this study build on the work of Wilson et al0Bb) where climate runs with the two UM
cloud schemes were compared against each otharbsedvations. This SCM study is the first
to use the TWP-ICE forcing and evaluation datasdtaes such provides insights into the
usefulness of the data for model evaluation. The section will describe the model and the
forcing and validation data used in this study.ti®ec3 describes the general characteristics of
the TWP-ICE meteorology and discusses the modé&bpeance for the three weather regimes
that occurred during the campaign, with a focushentemperature and moisture budgets and
the differences between the prognostic and diagnostud schemes. Section 4 compares the
variability of the cloud properties simulated by frognostic and diagnostic cloud schemes

4 Assessing the performance of a prognostic and a diagnostic cloud scheme using single column model simulations
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EXPERIMENT DESIGN

and this is followed by a summary of the findingshas study in section 5 and a discussion of
the parameterisation inadequacies identified.

2. EXPERIMENT DESIGN

The Australian Community Climate Earth System Satad (ACCESS) is a new coupled
climate and earth system model that is being deeel@s a joint initiative between the
Australian Bureau of Meteorology and CSIRO in parship with Australian universities. The
model provides a framework for numerical weathedpmtion and studies of climate change
and enables research into processes occurring ieafth system (for information on the
modelling system see http://www.accessimulatoraarfy. The atmospheric component of
ACCESS is the UK Met Office Unified Model (UM) anldroughout this paper the model with
be referred to as the ACCESS model. As part oANBEESS project this model needs to be
extensively validated in the Australian region. @f¢he experiments designed to evaluate the
ACCESS atmospheric model in the Australian regstoirun the SCM for the TWP-ICE case.
This recent intensive field campaign has produceevadata set for model evaluation and as
such is an ideal case study for the ACCESS model.

2.1  Description of the ACCESS/UM single column model

The ACCESS SCM used in this study is the UM ver&éidhwith 38 vertical levels, which
includes:

« vertical advection, which is described by the skagrangian scheme of Davies et al.
(2005);

» atmospheric longwave and shortwave radiation medddly the Edwards and Slingo (1996)
scheme, which allows for the effects of water vapand clouds that are maximal-
randomly overlapped;

« large-scale precipitation determined from the watdce content of a cloud and described
by Wilson and Ballard (1999);

e turbulent transport within the boundary layer asadibed by Lock et al. (2000) for the total
specific humidity (vapour plus liquid) and by RA®85) for the cloud ice water content;

e convection based on the Gregory and Rowntree (189me, which is built on the initial
buoyancy flux of a parcel of air and includes entreent, detrainment and the evaporation
of falling precipitation;

» large-scale cloud as described by either the dstgnscheme of Smith (1990) with
modifications (Wilson et al. 2004) or the new Mdfi€e prognostic cloud scheme PC2
(Wilson and Bushell 2007; Wilson et al. 2008a) enibiat the ice condensate is prognostic
in both schemes.

The new prognostic cloud scheme that has beenafmetifor the UM includes prognostic
variables for the cloud liquid water content, theud ice water content, the bulk cloud fraction,
the liquid cloud fraction and the ice cloud fracti@or a detailed description see Wilson and
Bushell (2007) and Wilson et al. (2008a)). Diagiwstoud schemes such as the Smith (1990)

Assessing the performance of a prognostic and a diagnostic cloud scheme using single column simulations of TWP-
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EXPERIMENT DESIGN

scheme are relatively simple in their representatiocloud properties and exhibit strongly
constrained relationships between cloud variafilasse relationships restrict the variability of
the cloud fields and can produce unrealistic clpraperties (Wilson et al. 2008a). The new
cloud scheme PC2 (prognostic cloud prognostic casete) was designed to be more realistic
by allowing a greater number of degrees of freedothe cloud variables to overcome some of
the difficulties of the Smith (1990) scheme. Anathdvantage of a fully prognostic cloud
scheme is the memory of the cloud fields that existween model time steps. In a diagnostic
scheme the lack of any knowledge of whether clodsted at a previous time step can result in
unrealistic intermittent cloud fields. PC2 is sianito the Tiedtke cloud scheme (Tiedtke 1993)
in that increments to the cloud fields are congiddrom each physical and dynamical process
in the model. However, PC2 differs from the Tiedtk893) scheme in its formulation of the
source and sink terms, the numerical implementaifahe cloud scheme and the distinction
between the liquid and ice phases. Representingelsan the prognostic cloud variables from
each physical process in the model allows a waljreetly link the cloud condensate and cloud
fraction together and consistently simulate thea# of physical processes in a much more
complete and realistic way than a diagnostic sch@ftisson et al. 2008a).

The ACCESS atmospheric model has two changes roatie parameterisation of the
convective updrafts when the PC2 scheme is useglfifigh is an increase in the proportion of
condensate that is detrained high in the conveglivmes, rather than being precipitated. The
second change is a reduction of the phase-changeetature between liquid and ice
condensate in the convective updrafts. In the R@Aalation this temperature is reduced from
the control value of T to -10C. These changes are necessary to produce realisfleclouds
due to the direct interaction of the large-scateidlvariables in PC2 with the convection
scheme (see Wilson et al. 2008b for more detailthese changes).

2.2 The TWP-ICE forcing and validation data

The large-scale single-column model forcing andwateéon data set was derived from the
constrained variational objective analysis appradestcribed in Zhang and Lin (1997) and
Zhang et al. (2001) using the observations takemgd WP-ICE (Xie et al. 2007). The aim of
the objective analysis is to make minimum adjustémthe original sounding data to
constrain the wind, temperature and humidity figtwsatisfy conservation of mass, moisture,
energy and momentum through a variational technid@jbe constraint variables used are
surface pressure, surface latent and sensibldlhgas, wind stress, precipitation, net radiation
at the surface and top of the atmosphere, andbitiryeof total column water content. The
method takes into account measurement uncertaemie@s has been shown that the magnitude
of the adjustments required to meet conservationrisparable to these uncertainties (Zhang
and Lin 1997).

The domain used in the objective analysis is pértun Figure 1 in May et al. (2008) and
covers an area of roughly 150 km radius centreDamvin. Within this area there were five
boundary sounding stations that measured the aépiofiles of temperature, relative humidity
and winds every 3 hours during the intensive olzdeym period. At the ARM Darwin site,
which is at the centre of the analysis domain, dgs were available 4 times a day. These
original soundings had a dry bias that has beerect@d by Hume (2007) who applied a

6 Assessing the performance of a prognostic and a diagnostic cloud scheme using single column model simulations
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EXPERIMENT DESIGN

radiation dry bias correction factor, a temperatiependent calibration correction factor and a
solar zenith angle correction factor. The ratiomidfsing data to the total data range from 5 to
30% for the 5 boundary sounding sites, with thgdat amount of missing data occurring for
the soundings taken from the ship (Xie et al. 200tg variational analysis also required
domain-averaged surface and top of the atmospheasurements and these were provided by
the Australian Bureau of Meteorology precipitatradar data, surface radiative and turbulence
fluxes from the ship and land stations, surfacesor@logical fields from both the local
mesonet and sounding stations, cloud liquid waath from the ARM site and the ship, and
satellite data from the Multi-functional Transp8atellite (MT-SAT). Any missing
observations that the variational analysis needer wrovided by the ECMWF model data,
where the ECMWEF data were adjusted using the liregression equations that were derived
at times when observations were available (Xid.e2Q07). For further details on the data
sources sebttp://science.arm.gov/wg/cpm/scm/scmic6/forcingaddaml
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Figure 1: a) Surface sensible and b) latent heat fluxes (W m'2) averaged over the TWP-ICE domain as
given by the observations/analysis and the SCM runs with the PC2 and diagnostic cloud scheme.

The observational forcing dataset has a temposalugon of 3 hours and the data needed to
force the SCM has been linearly interpolated tor@@utes, which is the timestep used in the
SCM simulations. The model is initialised once @January 2006 and then run for 25 days.
The lower boundary condition used in the SCM experits is a prescribed sea surface
temperature (SST), where the model then calcuthgeturbulent fluxes of sensible and latent
heat at the surface rather than forcing the mddeé$ to be those that have been observed. The
reason for this choice is due to the significanbant of missing data for the surface flux
measurements, with some periods lasting more theges (Xie et al. 2007). Given that the
domain consists of both land and sea, using thecpbed SST means that the experiment is
slightly less realistic, and limits the resultsniot being able to study the diurnal cycle as the
resulting surface fluxes do not have the corre@mitade in their fluctuations across the day
(Figure 1). This methodology has also been adadptetbud resolving modelling of TWP-ICE
(Fridlind et al. 2008). Three-dimensional advectimedencies are specified as forcing from the
variational objective analysis and the model horiabwind fields are relaxed back to those
from the observations over 3 hour periods. Cloudwamand cover in the model is initialised
from the temperature, moisture and pressure fihdsthese fields are not advected throughout

Assessing the performance of a prognostic and a diagnostic cloud scheme using single column simulations of TWP-
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the simulation since these quantities are not medsie chose not to nudge the temperature
and moisture fields for two reasons: nudging caskmarors from the model physics that affect
temperature and humidity (Ghan et al. 1999), ardyimg these fields can also change cloud
morphology through the elimination of radiativedbacks on cloud formation (Menon et al.
2003). As one of the aims of this study is to exanthe different effects of the diagnostic and
prognostic cloud schemes on the state variablesngberature and humidity, nudging these
variables was deemed unsuitable.

3. MODEL EVALUATION

In the analysis presented in this section the efsiens that are used to examine model
performance and compare cloud schemes are derimerharious sources including i) the
objective analysis that was described in the prev/gection, i) the raw data that is available
from the ARM facility in Darwin, and iii) data prodts derived from satellite, radar and lidar
data for the ice water path and cloud fractiondissussed previously the adjustments made to
the temperature and humidity sounding data thrahglobjective analysis procedure are of the
same magnitude as the observational uncertaintidg®se quantities (Zhang and Lin 1997).
This means that the evaluation data for thesedieée had minimum adjustments made to
bring them into balance with the advective forciagsl the column integrated budgets of mass,
moisture, energy and momentum, which ensures antigally and thermodynamically
consistent dataset. This dataset can be usedvtaind evaluate SCMs and to perform budget
studies. The evaluation data from the objectivdyaismare denoted as obs/anal in the figures
and where an observation other than that from tlad¢yais is used, details about that data are
provided in the corresponding discussion of the ehoelsults.

The SCM forcing data, which provides the tendendigsto the large-scale forcing of potential
temperature, specific humidity, horizontal and eattwinds, are derived using the surface
precipitation rate as one of the fields that castthe heat and moisture budgets. Because of
this, the use of the precipitation observationgaiadate model performance is generally not
meaningful, however, it is shown in Figure 2a tbdate the experiment set up by the
agreement between the observations and the moeldicpons of surface rainfall and to
illustrate the different meteorological regimesttbecurred throughout TWP-ICE. As
discussed by May et al. (2008), initially TWP-ICEswharacterised by an active monsoon
period from January 19 — January 24. The strongjrifgrassociated with the deep convection
during this time produces average rainfall rate$mm/day (see Fig. 2a) and there is little
deviation between the observations and the modaltee As the meteorological regime shifts
to a suppressed monsoon phase both runs produeepnmemipitation than the observations.
The difference between the modelled and the obdekecipitation rates is evident from
January 25 until February 5. After this time thegopitation rates of the SCMs tend to agree
with those observed and Figure 2a shows that fifereinces in the cumulative precipitation
remain fairly constant over this last period, whisltharacterised by more continental and
coastal convection generated from sea breezessibrbak period. The two SCM runs differ
only in their large-scale cloud scheme and Figarsi®ws that the difference in the total
surface rainfall rate between the two runs is small

8 Assessing the performance of a prognostic and a diagnostic cloud scheme using single column model simulations
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Figure 2: a) Cumulative surface rainfall (mm) averaged over the TWP-ICE domain as given by the
observations and the SCM runs with the PC2 and diagnostic large-scale cloud schemes. b) Convective
precipitation rates (mm hr'l) from the model runs, rates are taken from the 3 hourly averaged data. c¢) as
for b) except for the stratiform or large-scale precipitation rates.

A break down of the total observed surface rainfatl convective and stratiform components
is yet to be undertaken for TWP-ICE, however, drae likely that the convective proportion
will be typical of tropical cloud systems in whiéB-70% of the rainfall is convective and 30-
40% arises from stratiform rain processes. Thelange-scale cloud schemes use the same
cloud microphysics scheme and the differencesateashown in the partitioning of the rainfall
into convective and stratiform contributions shawrrigure 2b and 2c are due to the
differences in the formulations of the large-sadérid properties. PC2 shows a greater
percentage of stratiform rain across the lengtihefsimulation compared to the diagnostic
scheme. The run with the PC2 scheme produces 14P& oéin through the stratiform cloud
processes compared to only 5% from the diagnokticdlcscheme. This higher percentage of
stratiform rain is expected since condensate detdairom convection becomes a direct source
for the PC2 large-scale cloud scheme rather thapaating into the environment before being
processed by the diagnostic cloud scheme. Whiléitfieer percentage of stratiform rain from
the PC2 run is more realistic, it is still only haf what is typically produced by stratiform
clouds in the tropics. The associated heating lgréfom stratiform rain processes has been
shown to play an important role in the represeaitatif the Madden-Julian oscillation (MJO)
(Lin et al. 2004) and although it is very diffictitt directly compare the convective-stratiform
partitioning of large-scale models to observatidghsiodels are to produce the correct diabatic

Assessing the performance of a prognostic and a diagnostic cloud scheme using single column simulations of TWP-
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heating profiles a better partitioning of conveetand stratiform rain processes could be key.
One possible reason why the convective precipitai@xcessive could be due to the
microphysics within the convection scheme beingdffizient. The microphysical processes
represented in cumulus parameterisations tend touah simpler than those in the stratiform
cloud scheme and this could contribute to the uisteapartitioning seen in the SCM
precipitation rates. The convection scheme in @®M<fonverts all condensate above the fixed
threshold of 1 g kgor the local saturation specific humidity wherisitess, directly into
precipitation once the cloud depth reaches a afitialue. Menon and Rotstayn (2006) found
strong sensitivity to the treatment of convectivaaensate, with changes to the treatment of
the threshold that governs precipitation amountsipecing a larger influence on liquid water
path than changes in aerosol distributions.

The two horizontal wind field components that webserved during TWP-ICE are shown in
Figure 3. The errors in the predicted wind fieldsnbt exceed 6 mi'sas the winds are being
relaxed to the observed winds every 3 hours. Figarshows the zonal winds that were
observed during TWP-ICE and characteristic of monsmwnditions the winds during the
active and suppressed monsoon phases were geneealigrlies between 700 and 850 hPa. On
days 23 — 24 the winds averaged over the TWP-IGRadwoin the low levels were easterlies
due to the monsoon trough receding to the norbawfvin and it was at this time that a large
mesoscale convective system developed into a &blaiw. This system maintained strong low-
level westerly winds until it dissipated on Febguarand the winds soon after changed to low-
level easterlies that coincide with the break pkrithe meridional winds in Figure 3b show a
tendency to be from the north except when the ¢adpow has developed, where the mid-level
winds are mostly southerlies overlayed by stronghaolies between 14 and 18 km.
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Figure 3: Three hourly observations of the a) u and b) v wind components (m s'l).

3.1 The active monsoon period (Julian days 19 - 24)

The Darwin ARM site has a suite of active remotessgg instruments that provide vertical
cloud structure information. The Active RemotelynSed Cloud Layers (ARSCL) data has
been provided as part of the TWP-ICE validatioradagt and gives information on the location
of cloud layers (see Clothiaux et al. 2000 for deXaFollowing Jakob et al. (2005) the 10s
ARSCL data are converted into hydrometeor/cloudcecty counting the number of times there
is cloud in a 100 m vertical layer of the atmosgheithin an hour and then dividing by the
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number of observations taken during that hour. diteerved cloud cover has been plotted in
Figure 4 along with the cloud cover from the twodmbruns with differing cloud schemes. The
observations show clearly the three meteorologmgimes that were experienced through
TWP-ICE. During the active monsoon phase of theegrpent over days 19 to 24, deep clouds
up to 17 km were observed on all days. This wédevad by a period of suppressed convection
that was initially characterised by cirrus and aoliud and then a few predominately clear
days. After this time the regime shifted to a brpakiod and the observed clouds reached
heights of up to 15 km but were less persistent thase that occurred during the active
period. The SCM runs both show reasonable agreemwinthe observations, however, there
are notable biases and clear differences betweemdldel cloud fields. The observations have
a vertical resolution of 100 m that is much higtieam that of the model, which is about 1km in
the upper troposphere and thus there is some smgeaut of the model cloud fields that is
purely due to the limited model resolution. Inityathe model cloud fields reach heights in
excess of 18 km, which is about 3 km higher thanaihservations of Figure 4a. It should be
noted that at these heights the radar’s abilityeiect small ice particles (Comstock et al. 2002)
is limited and the observed cloud heights may letestimated. This underestimation was
aggravated for TWP-ICE due to a lightning strikeéhet Darwin ARM site that occurred before
the experiment and resulted in a loss of radarithé@ts(May et al. 2008).
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Figure 4: a) The observed cloud fraction or hydrometeor fraction. b) As for a) except for the SCM runs with
the PC2 scheme. ¢) As for a) except for the SCM run with the diagnostic cloud scheme.

The SCM run with the prognostic cloud scheme teagsoduce deeper clouds than the run
with the diagnostic scheme over the active perimifzas a stronger diurnal signal in the cloud
top heights over days 23 — 25 when a mesoscalesctwe system was present in the
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experiment domain. These differences are due tw#yein which the prognostic and
diagnostic cloud schemes interact with the cumparameterisation, which is discussed in
detail in the following subsection. Radiation figldan be used to evaluate the combined effects
of the cloud layers on the absorption and reflectibthe solar and infra-red radiation. The
SCM runs both use the assumption of a maximum-rahddistributed cloud field (i.e.,
maximum overlap of adjacent but random overlapepfsate cloudy layers). Figure 5a shows
the outgoing longwave radiation (OLR) at the tophef atmosphere for the observations that fit
the budgets in the variational analysis, and tkalte for the SCM runs. Note that the “no acf”
simulation results shown in Fig. 5 correspond semsitivity run that will be discussed in
section 4. On average during the active periodP@2 simulation produces lower OLR than the
diagnostic cloud scheme and the observations, stem$iwith an overestimation of deep
clouds. Averaged over the active monsoon periodP®2 simulation produces higher liquid

and ice cloud water contents than the diagnoshierse run by 21 and 34% respectively.
Figure 5b shows the downward solar radiation asthéace that was observed and modelled
for TWP-ICE. On day 22 the SCM with PC2 shows géamverestimation of the incoming

solar radiation at the surface, indicating thateéheas not enough cloud at this time to reflect
the solar radiation, however the trend on the odlags during the active period is for the
models to under predict the incoming solar radiatibthe surface in agreement with other
observations indicating that the models producentaoh cloud during this period.
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Figure 5: a) Observed and simulated outgoing longwave radiation at the top of the atmosphere (W m'z). b)
Observed and simulated incoming solar radiation at the surface (W m'z).

The PC2 large scale cloud scheme calculates inoitsra¢ every timestep to the temperature
and water vapour fields from each of the dynamit jgimysical processes represented in the
atmospheric model. Three hourly averaged tempearaerements from each of the physical
processes in the SCM and the observational forthgadvective forcing) are shown in Figure
6. Averaged over the full run (Fig 6a) convectiends to warm the atmosphere, opposing the
cooling from the large-scale processes. The sbratifain, driven by the microphysics of the
stratiform cloud component, acts to cool the atrhesp below the freezing level through
evaporation and melting, and warm the levels allpveondensation. Heating from shortwave
radiation has a mostly uniform profile throughdu tolumn and longwave cooling is maximal
from about 5-13 km. The boundary layer transpoasmvair from the surface into the lowest
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levels of the atmosphere. The average heatingl@ifofi the different processes remains much
the same for the active monsoon phase (Fig. 6@pxbat the magnitudes of the terms
increase substantially (note the different scalbag location of the freezing level is readily
apparent in the convection and microphysics heatingles. At this height the gradient of the
convective heating rate changes and reflects tige keffect of detrainment as the buoyant air
reaches the more stable layer near the melting é\about 5 km. The budgets shown in Figs.
6c and 6d will be discussed in the following sulises.
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Figure 6: a) 3 hourly temperature increments (K timestep'l) from the observations (advective tendencies),
the convection, the boundary layer, the microphysics or large-scale rain, the shortwave and longwave
radiation and the total increment. a) The average over all times, b) over the active monsoon period (days
19 — 24), c) over the suppressed monsoon period (days 25 — 35) and d) over the break period (days 36 —
44).

The bias in the modelled temperature fields areveha Figure 7. This signal of a warm bias
above and a cool bias below is not unusual in tad@CM runs where the levels above the
convective cloud tops are warmed due to the tenyeréorcing, which cannot be
counterbalanced by the physical processes in thikehisee e.g. Bechtold et al. 2000). In the
tropics temperature fluctuations result from rekly small imbalances between the diabatic
and adiabatic tendencies. In SCM runs the adiabextibencies are prescribed and this can
decouple them from the diabatic tendencies reguitinarger temperature tendencies than
those observed (Bergman and Sardeshmukh 2003)od&ton, timing and magnitude of the
warm temperature bias in the upper troposphere showig. 7 are very similar to the bias
shown when the forcing data is used to run a ctesdlving model (Jon Petch personal
communication). As this is the first applicationtbé TWP-ICE forcing dataset, there is also
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the possibility that a small error in the forcingta is accumulating throughout the length of the
simulation to contribute to this bias. The biasdoet change significantly when the SCM is
initialised at different times throughout the riwagra Davies personal communication). These
results suggest that the upper tropospheric waashibia robust signal that is inherent in
tropical SCM forcing data but is reinforced by thteraction with radiation and inadequacies
in the model physics as will be discussed lateriguthe active period the peak of the cold
bias occurs at the heights between 11 and 13 kmewthe cloud ice concentrations are
maximal and there is a secondary peak in the dalljbst below 5 km associated with the
melting level. Figure 6b shows the cold bias acthese levels and the processes that are
active during this period that contribute to thiash The cold bias could be a result of not
active enough convection or not enough condensatioating occurring from the large-scale
cloud. However, given that the models tend to pecedvo much cloud at these times as
supported by radiation measurements, it seemyliket the reason for the cold bias from 7-15
km is the excessive longwave cooling throughoutugyeer cloud levels. The secondary cold
bias peak that is collocated with the melting lesgdrobably caused by the strong cooling from
the cloud microphysical processes of the stratifolmad. At this level the melting of
hydrometeors produces a sharp gradient in thergpalnd the overestimation of cooling could
be due to the larger ice cloud fraction in the sation compared to the observations (as will be
shown in section 4), which is used to calculatewkebulb temperature that partly governs the
melting rate.
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Figure 7: a) The difference between the temperature of the SCM with the PC2 cloud scheme and the
observations (K). b) As for a) except for the SCM with the diagnostic cloud scheme.

Similar to the budget of the temperature incremsehtavn in Figure 6, Fig. 8 shows the
increments to the water vapour field. Averaged akrerfull simulation convection dries the
atmospheric column and the magnitude of the drgjmgpses the moistening from the
boundary layer in the lowest 2 km and the advedtiveing above this height. The large scale
rain or the microphysics acts as a source of watpour through the process of evaporation
below the melting level and a sink of water vapaliove this level where the growth of
hydrometeors through deposition depletes the athegpwater vapour. Shortwave and
longwave radiation change the temperature of tth®gphere and the associated
condensation/evaporation is calculated within tloeleh The effect of this radiative forcing on
the water vapour budget is small and the 3 howyage changes in the water vapour content
of the atmospheric column due to longwave and sfawe radiation cooling/heating are the
smallest increments. The active monsoon periotasacterised by much larger water vapour
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increments in the levels between 2 and 10 km (gee8B) compared to the average over all 3
periods. The convective increment in Figure 8b shtiwe large effect of detrainment as the
buoyant air reaches the more stable layer neanéiing level at about 5 km. The deep
convection at these times is reflected in the §iicanit sink of water vapour due to the growth
of hydrometeors occurring between the freezingllepdo above 10 km.
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Figure 8: As in Figure 6 except for the 3 hourly averaged water vapour increments (g kg'l timestep'l).

Figure 9 shows the specific humidity observatioalol 10 km and the difference between the
observations and the two SCM runs. Both of the rsosleow the same error pattern: a
tendency to be drier than the observations belaw Rarticularly during the suppressed
monsoon phase where a strong dry bias extend&rn & weak moist bias is present above
about 3 km during the active period and a strongast bias exists below 5 km during the
clear days of the transition period between thepsegsed monsoon and the break periods. It
should be noted that the large-scale humidity atagems will probably have the largest
uncertainty of all of the state variables (Zhand kim 1997). Errors associated with radiative
heating of sensors have been corrected (Hume 2Q@There are still uncertainties due to the
slow response of the humidity sensor when enteximtjexiting from cloudy regions and the
possible contamination by ice (Zhang and Lin 199HRe detrainment from convective clouds
just below the freezing level due to the enhancellilgty of this layer moistens the atmosphere
and leads to a small moist bias at these heighiisgithe active monsoon phase. The average
moisture biases are the weakest for the active ommperiod and there is essentially no
difference between the runs with the differing d@achemes. In this period the forcing is very
strong and the models are so tightly constrainatttiey both produce the same response to the
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forcing. Figure 8b shows that the dry bias belokvin the active period could be a result of
the convection being too efficient at drying théseels of the atmosphere or not enough
evaporation occurring from the stratiform rain toisten the atmosphere.
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Figure 9: a) 3 hourly observations of the specific humidity (g kg'l). b) The difference between the specific
humidity of the SCM with the PC2 cloud scheme and the observations. c) As for b) except for the SCM
with the diagnostic cloud scheme.

3.2 The suppressed monsoon period (Julian days 25 - 35)

During the suppressed monsoon period the cloudtstieichanged from being characterised by
the deep convective clouds of the preceding actisrsoon phase, to shallow and occasional
midlevel convective clouds topped by an extensigé kevel cloud shield as shown in Figure
4a. The expansive high cloud in the PC2 run duttiegsuppressed phase shows more vertical
structure and less intermittency than that proddcad the diagnostic scheme with no memory
(see Fig. 4b and c). The ice clouds that consibbtf cirrus and anvil outflow from deep
convection show a decrease in maximum cloud covtérveight. This feature is more notable
in the observations than the SCM results and abiseause of the settling of larger particles
and possibly the decrease in water vapour withhtelghe diagnostic cloud scheme produces a
better representation of the ice cloud cover varticadient than PC2; note that the ice
condensate is a prognostic variable in both claimes and that both simulations use the
same microphysics parameterisations. The two stinoagshow too much midlevel cloud as
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compared to the observations during the supprgssask of days 25 — 35, with the diagnostic
cloud scheme producing greater midlevel cloud ctivan the PC2 scheme. The erroneous high
level cloud feature that occurs in this run on 83ays sourced by the convection scheme, which
generates saturation at 16 — 18 km and is duestevéinm upper level temperature bias and the
associated instability. Throughout the first 5 daf/the suppressed phase the SCM runs reduce
the cloud field too much compared with the radiatipservations in Figure 5 and suggest that
neither of the models produce a thick enough aA¥ier this time the models fail to dissipate
their high cloud as the observations show (seed¥ignd underestimate the period of high

OLR (Fig. 5a).

The average temperature increments for the supgatessnsoon period are shown in Figure
6c. The warm bias that is present (Fig. 7a) in¢lels above 12 km is clearly shown to be
forced from the observation/advective temperatengléncies at these levels. The warming in
this region coincides with the location of the egrand anvil clouds. The lack of a thick enough
anvil cloud to offset this warming by longwave tatilre cooling appears to be the main reason
for the warm temperature bias at the levels betvideand 16 km during this period. The cool
bias below this level is likely to also be causgdhe longwave radiation, but in this case there
Is too much cooling due to the excessive amountidfevel cloud shown in both of the
simulations (Figure 4b) and the lack of high clot@lsrap outgoing longwave radiation.

The stronger cold temperature bias seen in therBxfor both the suppressed and break
periods between the freezing level and 10 km cbaldue to the differences in the way that
convection and the stratiform cloud scheme intemadtthe consequences of this on the
strength of convection. In PC2 the convection s@hdatrains condensate directly into the grid
box thereby allowing the stratiform cloud schemestitect details of the convective clouds.
This differs from the diagnostic scheme where thieadned condensate evaporates and the
radiative effect of the convective cloud is represd by a separate diagnostic cloud category.
The changes that have been made to the convectieme for the PC2 model are the reduction
of the temperature at which the phase-change oeathis the convective plume, which is
important for the representation of supercooledewahnd parcel buoyancy (see Wilson et al.
2008a for a discussion), and the increase in themuan amount of condensate that can be
detrained rather than precipitated out of the cotive updrafts. Wilson et al. (2008b) discuss
the reasons for adjusting the convective precipitaunction and demonstrate the effects of
this change. They show that without tuning thealetnent of condensate in PC2 results in a
drying of the upper tropical troposphere, leadm@i environment that is not conducive to
sustaining stratiform cloud. The result of thiglathange is that more condensate is detrained
rather than precipitated out of the convective @wand this is demonstrated by the 67%
increase in cloud ice water content in the PC2 Kitiran compared to the diagnostic scheme
result for the suppressed period.

The water vapour budget during the suppressed roarseriod (see Figure 8c) shows that the
drying due to convection tends to balance the raoisg from the boundary layer below 3 km.
Above this level to approximately 7 km convectiatsao moisten the atmosphere, which
counteracts the drying from the advective forcifige presence of a tropical low during the
suppressed period resulted in dry continental g@imdpadvected into the study domain in the
midlevels (May et al. 2008). The specific humidiftpses in Fig. 9b and 9c show that both of
the SCMs produce a significant dry bias in the lgaum layer with the diagnostic cloud scheme
simulation having a stronger dry bias than thewith PC2. The greater shallow and midlevel

Assessing the performance of a prognostic and a diagnostic cloud scheme using single column simulations of TWP-
ICE ...17



MODEL EVALUATION

convection produced by the diagnostic run during period (Fig. 4) dries the low levels (Fig.
8c¢) and results in the stronger moisture bias.dthendant supply of latent heat at these times
shown in Figure 1b, forms the moist convective mixiayer that triggers shallow to midlevel
convection, which in turn transports the moist kaany layer air to the lower troposphere. The
significantly larger than observed latent heatdisiare predominately due to the strong low
level westerly winds of more than 20 ththat occurred at these times in the presenceeof th
tropical low. Not enough high cloud and the resigitoverestimate of incoming solar radiation
at the surface during this period (Fig. 5) could smthe destabilisation of the low levels and
be another reason for the overactive convectiois périod is the time when the model
predicted surface rainfall rates begin to divergenfthe observed rates with the models
simulating greater precipitation rates. Days 3% oBthe experiment were observed to be clear
days with no precipitation (see Figs. 2 and 4), éxaav, the models continue to produce surface
rainfall though at a reduced rate than the precgtiimes. The cause of this dry period in the
observations was the low specific humidity as shawig. 9a, which neither of the models
were able to correctly simulate with the diagnostaud scheme simulation resulting in a
stronger moist bias.

3.3 The monsoon break period (Julian days 36 - 44)

This is a difficult phase for the SCM to simulatethis regime was characterised by more
continental and coastal convection generated frearbseezes resulting in widespread localised
convective events. The cloud fraction simulatedig/models in the break period, days 35-44,
shows more persistent cloud than the observatiigs 4), with the simulated cloud fields not
penetrating to the same heights as those obseFaealighout the break period the incoming
solar radiation at the surface that the modelsyweds generally in good agreement with the
observations even though the OLR is underestimatdds phase of TWP-ICE (Fig. 5). The
forcing data for the break period contains theedgnts to produce convection in a SCM,
however the resulting cloud fields are overestimhdte the models. Given that much of the
observed convection during the break period tetdéx forced by local scale sea breezes it is
not surprising that the simulated cloud propeffiiesn a SCM during this phase of the
campaign do not tend to compare as well to therghBens as the previous phases. The
simulated surface precipitation rates during treakiperiod agree well with the observed rain
rates, much better in fact that those during tippsessed phase, however the vertical
distribution of the cloud fields differs with ne@hcloud scheme producing deep enough
clouds, although PC2 does generate clouds thatraém@bout 2 km higher than clouds from
the diagnostic scheme.

The temperature increments for the break periddeérPC2 simulation shown in Figure 6d
result in a net cooling in the levels between Jibwith the maximum rate being collocated
with the cloud tops. This produces a cold biasias¢ levels (see Fig. 7a) and is likely to be
caused by the overestimate of longwave radiatiadirng associated with the excessive cloud
produced by the model during this regime. The P@Rilsition has a stronger cold bias than the
diagnostic run at the times when there is convadiad this is due to greater longwave
radiative cooling associated with the greater cardte; PC2 produces 2% less cloud water
content and 38% more cloud ice water content dwebteak period compared to the diagnostic
scheme. These increased cloud ice water contdidstrine different ways in which the
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COMPARISON OF CLOUD VARIABILITY BETWEEN THE PROGNOSTIC AND DIAGNOSTIC
CLOUD SCHEMES

prognostic cloud scheme interacts with convectidrove the cloud tops the total average
temperature increment is a small amount of warrfrioigp the shortwave and longwave
radiation and this continues the pronounced waan thiat was generated during the
suppressed phase as shown in Figure 7a.

The water vapour increments during the break pesimv a moist bias in the boundary layer
(Fig. 8d) but due to the strong dry bias generhtethe models during the suppressed period,
this moist bias works to reduce the dry bias dutitegbreak period. Figure 4 shows that the
observations tend to have more cloud top heigh?s3akm than the models at these times and
so while the convection is too active between thighits of 3-6 km, in the levels below this
convection is not drying enough.

4. COMPARISON OF CLOUD VARIABILITY BETWEEN THE
PROGNOSTIC AND DIAGNOSTIC CLOUD SCHEMES

The temperature and humidity biases shown by thgeimoins complicate the analysis of
model performance. However, they do not obscumengparison between the fields produced
from a prognostic and diagnostic cloud scheme #s d&fathese runs produce similar biases as
shown previously. An important distinction betwdba model runs is the interaction between
the convection and the stratiform cloud schemesraedesting insight on these scheme
interactions can be obtained by comparing the tiegutioud fields for the TWP-ICE case,
which exhibits quite varied convection charactessthroughout the time period.

To explore the variability in the cloud fields tlihe SCM is able to simulate Figure 10 shows
the area cloud fractions plotted as a functiorhefrelative humidity for 4 different heights.

The observed relative humidity has been calcultited the observed/analysis temperature and
specific humidity fields using the same equatidra aire used in the model to calculate the
saturation mixing ratio. For temperatures aboY@ @apour saturation pressure over water is
used and below this temperature the saturatioaltsilated over ice. Figure 10a shows that at 2
km the relationship between cloud fraction andtietshumidity is similar between the models
and the observations. PC2 produces more occurrehodsud fraction below 0.05 than the
diagnostic scheme, which is more in line with theearvations at this height. The models
produce too many clouds with cloud fractions gretitan 0.13 and these larger cloud fractions
tend to occur at higher relative humidities thagytdo in the observations. Due to the nature of
the PC2 scheme, the result from this simulatiomsh® wider range of relative humidities
where cloud is occurring compared to the diagnadtind scheme. At 5km the PC2 simulation
produces a greater frequency of cloud fractionsvedl.1 than the observations and the
diagnostic cloud scheme, with many of these ocegrai relative humdities below 40%, which
is just below the minimum observed relative hurnyidiiat coincides with cloud at this level.

The relationship between relative humidity and diénactions of 0.1 and greater are
comparable between the two model results and thereations at 5 km. The greater variability
of cloud fractions with the PC2 scheme has beeadhby Wilson et al. (2008b). They also
showed that PC2 is able to produce higher clouttitras in relatively dryer air compared to
their control run with the diagnostic cloud schelmayever, in their case this was in better
agreement with some stratocumulus observations.
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CLOUD SCHEMES

Figure 10c shows that at 10 km the PC2 scheme pesdabout the same number of
occurrences of cloud fractions below 0.1 as thedations, which is significantly more than
from the diagnostic scheme, while also being ableotrectly capture the number of high cloud
fraction events. At 15 km the SCM produces cloadtions that are much higher than the
observations (Fig. 10d), even though the ice wad¢h distributions are quite similar (not
shown). As noted eatrlier, the reduced sensitivitthe radar is likely to have resulted in lower
hydrometeor cover in the observational data ardeahigher levels there may be some effects
of attenuation adding to an underestimate of tteenked cloud cover (see e.g. Jakob et al.
2005). Figures 10c and 10d show that at 10 kmaednade, the observations and model results
produce supersaturation with respect to ice. Sapanations with respect to ice are commonly
observed due to the process of ice crystal nucleaint being activated at low supersaturations
(e.g. Heymsfield and Miloshevich 1993). Many modmiavert supersaturation directly to ice,
as is the equivalent treatment for warm-phase mlgrsics, however, these models tend to
produce upper tropospheric dry biases (see e.gpKiosiet al. 2007). Figure 10d shows that
the PC2 scheme produces higher cloud fractionsttiediagnostic scheme, which is due to
the greater ice water content in the PC2 simulattari5 km the average ice water content is 7
times greater in the SCM simulation with PC2 corepao that with the diagnostic cloud
scheme and this is predominately due to the lagerunts of detrained condensate in the PC2
simulation.
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Figure 10: Cloud area fraction plotted as a function of relative humidity for the observations and the 2
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20 Assessing the performance of a prognostic and a diagnostic cloud scheme using single column model simulations

of TWP-ICE



COMPARISON OF CLOUD VARIABILITY BETWEEN THE PROGNOSTIC AND DIAGNOSTIC
CLOUD SCHEMES

The process that contributes the most to ice cfaation growth in the model is the fall of ice
(Wilson and Bushell 2007). This parameterisatiothenmodel determines the amount of
overhanging cloud in the layer above and is a fonatf wind shear. Currently the wind shear
is a fixed parameter in the model formulation arsgt@asitivity test was conducted using the
observed wind shear in place of the fixed valud.6&10™s™. At times during the simulation
the observed wind shear in the anvil cloud is twaecs of magnitude larger than the fixed
parameter, however, there was no significant efféasing the observed wind shear on the ice
cloud fraction for this SCM case.

The vertical distribution of clouds, along with tteeal cloud amount and optical properties,
determines the energy budget of the atmospherioronl The observations of the cloud vertical
distribution at the main ARM site in Darwin showrenodal structure with peaks at 900, 550
and 200 hPa (about 1, 4.5 and 12 km heights) asrshioFigure 11. The SCM vertical cloud
distributions have peaks at similar heights todhgervations, however the magnitudes of the
simulated average cloud cover peaks are greaterloltest peak in the models and
observations is from shallow boundary layer clotle,peak around 550 hPa is due to the
increased stability near the freezing level andhilghest peak, which occurs around 12 km, is
from anvil clouds developed from the outflow of gemnvection. The SCM cloud fractions are
larger than the observations throughout all leeélhe atmosphere except at the lowest level
between the surface and 950 hPa and the regioreert@00 and 700 hPa. Less midlevel cloud
cover is a well known shortcoming of GCMs that asdan deep convective cloud due to a lack
of detrainment from the cumulus parameterisatiaghege levels, and was documented in a
recent study of the global forecast UM by Bodas:&db et al. (2008). For the TWP-ICE case
the lack of midlevel cloud from deep convectiorthie model is partly hidden by the
overestimate of midlevel cloud during the supprésaensoon phase as discussed in section
3.2.

average area cloud fraction
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Figure 11: Average cloud area fraction over alletsm

Both simulations overestimate the shallow cloudecpmuch more so for the model with the
diagnostic cloud scheme, which is also shown imfeigt. The average simulated cloud cover
is similar between the two runs from 600 to 250.1Re increase in anvil cloud in the PC2 run
is due to less condensate being precipitated atlteofonvective plume and more detrainment
into the large-scale cloud due to a change in dmyective precipitation function. The
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overestimation of the high cloud cover from the elsdnay partly be due to the
underestimation of the observations at these heighis is due to the insensitivity of the radar
in seeing the small ice particles of the optic#iiy anvil clouds and the problems with the
lidar detecting high cloud when optically thick etis and precipitation are present below the
high cloud (Comstock et al. 2002). How much of tkrerestimation of the high cloud in the
models is due to the limitations of the observatimunknown, however, it seems that while
the ice water paths of the models are in fairlydyagreement with the observations (not
shown), particularly for the PC2 run, the cloudaaimctions are to some extent too high.

To investigate the sensitivity of the model clotmishe shape of the distribution of vapour that
is used in the closure of the uniform forcing inZ@ sensitivity experiment was undertaken
where the shape of the PDF was changed from aafikie distribution to a triangular
distribution (for details on the closure see Wilsord Gregory 2003). The PDF shape is also
used in the initiation of cloud in PC2, except fioe initiation of cloud from convection or
advection (Wilson et al. 2008a). The average ckmaa fraction for the sensitivity simulation
with the triangular PDF is plotted in Figure 11r f@vels above 350 hPa there is very little
difference in the cloud cover. In the levels belbwg the use of a triangular PDF reduces the
cloud area fraction, with the greatest change aoaybelow 750 hPa. The peak in the low
cloud cover agrees better with the observationghisrsimulation where the top-hat PDF shape
was replaced by a triangular shape. The greatsitséty of the low clouds to the change in
the PDF is due to the upper clouds being geneeatddlissipated by deep and midlevel
convection and microphysics processes. The micipsyerms have no explicit dependence
on the PDF shape and from the result shown in Eidrthere is a relatively small sensitivity
in the model to the specification of the PDF shiapiae calculation of the convection cloud
fraction changes. The forcing of the low cloudsénavcontribution from the boundary layer
and radiation schemes, which use the homogeneoigsfarforcing of PC2 (Wilson et al.
2008a) and as such depend on the shape of theNRIDé-that the contribution of radiative
forcing to the high clouds is through the deposfsablimation of the microphysics scheme in
the model and thus does not use any informatioth@fDF shape. A further sensitivity test
was performed to examine the sensitivity of the Bi@ifulation to changes in the phase change
temperature between liquid and ice condensateeicdhvective updrafts. When this
temperature is increased from 200to the same value that is used in the diagnesheme of
0°C the resulting average area cloud fraction shaarg kttle change, except in the region
between 450 and 350 hPa where the cloud covedizee by about 0.02 (not shown).

To evaluate the distribution of the cloud fieldattthe SCMs produce, normalised histograms
of the cloud area fraction as a function of heiggate been plotted in Figure 12a for the
observations and 12b and 12c for the SCM runs.obiservations show that the boundary layer
clouds predominately occur with cloud fractionsslésan 0.25. At these low levels the SCM
run with the PC2 cloud scheme looks similar todhservations, however, this model produces
no boundary layer clouds with cloud fractions &f fut rather produces more cloud fractions
at this height between 0.4 and 0.6 than the ob8engashow. The SCM run with the

diagnostic cloud scheme shows a quite differertidigion of the cloud cover compared to the
observations and the PC2 run. There is less danghe levels below 600 hPa and the cloud
fractions from the diagnostic scheme do not chasgauch with height as the observations
and the PC2 results. Both of the SCM runs show maane incidences of high clouds with
cloud fractions greater than 0.4 than is presetttérobservational dataset, with the models
simulating very little high cloud with cloud fraotis less than 0.3. The simulation with PC2
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produces cloud fractions of close to 1 in over S%azurrence at the heights above 200 hPa,
whereas the observations show no high cloud frastéd these heights.

The cloud area fraction or cloud cover is not thegpostic variable in the PC2 scheme, instead
it is the cloud volume fraction. To account forudis not filling the gridbox in the vertical the
ACCESS model uses the diagnostic parameterisatiBnooks et al. (2005) to calculate the
cloud area fraction. The Brooks parameterisatiapgied to all non-convective clouds. To be
consistent, the SCM run with the diagnostic cloctiesne also uses the Brooks method to
determine the cloud area fraction. Figures 12dl&&show the distribution of the cloud
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Figure 12: a) Normalised histogram of the observed cloud area fraction as a function of height, b) as for a)
except for the SCM results for the PC2 scheme, c) as for a) except for the SCM results for the diagnostic
cloud scheme, d) as for b) except for the cloud volume fraction for the PC2 run, e) as for d) except for the
cloud volume fraction for the diagnostic scheme run, and f) as for d) except for a change in the ice width
distribution (see text for details).
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volume fraction for the PC2 and the diagnostic dleaheme respectively. These distributions
generally look more similar to the observationsvaiin Figure 12a. One can see through the
comparison of Figures 12b and 12d and Figures ta@dae that the effect of applying the
Brooks et al. (2005) scheme is to increase theddliactions particularly in the higher levels.
The Brooks parameterisation is based on radaridaddbservations from Chilbolton in
southern England where the predominant cloud tgpestratiform and frontal clouds.
Depending on grid box size the cloud area fradtiom the parameterisation applied over the
observational domain in England was between 2018086 greater than the cloud volume
fraction (Brooks et al. 2005). The SCM TWP-ICE iesin Figure 12 show that applying the
Brooks parameterisation to tropical conditions lssin an overestimation of the cloud area
fraction, at times the cloud volume fraction isre&sed by 300%.

To calculate the deposition/sublimation of thedtmud, PC2 includes a parameterisation of the
effect that these processes have on reducing tith wf the PDF of water vapour fluctuations
across the liquid-free portion of the gridbox. Witsand Bushell (2007) describe this
parameterisation and note that it is a linear fiomodf the fraction of mean ice water mixing
ratio to the saturation mixing ration, and is tuedty a parameter that is set to 0.04 and
multiplies the saturation mixing ratio in this ftex. The result for the distribution of cloud
volume fraction from a simulation where this fad®imcreased to 0.16 is shown in Figure 12f.
Comparing Figures 12d and 12f show that by chantyirsgfactor, which results in an increase
in the width of this PDF, the high cloud fractiaesluce from occurring predominately with a
value close to 1 to being spread more evenly betWesnd 1. The maximum high cloud area
coverage in this simulation reduces by 20% anditheunt of ice water condensate reduces by
30%.

A further sensitivity test was performed to see mouch difference results in the cloud and
radiation fields when no cloud area fraction pare@msation is used in the SCM. In this
simulation the cloud area fraction is set equah&ocloud volume fraction predicted by the PC2
scheme and the resulting OLR and incoming solaatiad at the surface are shown in Figure
5. By not applying the Brooks scheme the OLR isegalty in better agreement with the
observations except during times of the suppresgatsoon phase. The better agreement for
the sensitivity run at the times of deep convectitems from the fact that the convection is too
persistent and produces too much cloud in the RTM &ins. Hence by not increasing the
cloud area fraction in the sensitivity run the temuin better agreement with the observed
OLR, except during the suppressed period when @dheme does not produce enough
cloud. The same result is shown in Fig. 5b wheedriboming solar radiation at the surface
tends to agree better with observations from th2 si@ulation that did not use the Brooks
scheme.

5. CONCLUSIONS

The ACCESS SCM, which is the UM SCM of the UK Mdfi€e, has been run for the TWP-
ICE case to investigate the ability of the modelgpresent the vertical distribution and
temporal evolution of tropical cloud systems. TBGM study is the first to use the TWP-ICE
forcing and evaluation data set and has showrthigtase is interesting and useful for model
evaluation and development due to the varying eadfithe convection during the experiment
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and the extensive observational dataset. Two SCi¢ have been analysed each using a
different representation of clouds. A new progrostoud scheme, PC2, has been developed at
the UK Met Office to overcome some of the problexrasociated with the tightly constrained
cloud fields that are produced by the diagnostieste used in the UM. The ACCESS SCM
produced generally reasonable representationeof\WiP-ICE cloud fields, with the three
different observed cloud regimes captured by thdaho

The PC2 scheme produced deeper clouds during tive atonsoon phase than the diagnostic
scheme with 21 and 34% more cloud liquid and iceemeondensate respectively, however
both models simulated too much total cloud as wasva in the lower values of outgoing long
wave radiation. The excessive cloud produced algialslin the levels between 7 and 15 km
that was due to longwave radiative cooling. Botlthef model runs dissipate cloud too soon
after the mesoscale convective system event thatrad during the active period, more so for
the diagnostic cloud scheme and this produces tadhrdownwelling solar radiation at the
surface for the initial times of the suppressed soon phase. SCM runs using both cloud
schemes failed to maintain a thick enough anviidlduring the suppressed phase resulting in
too little radiative cooling and a warm bias at bigéghts of the anvil cloud. The final regime in
TWP-ICE was the break period and while the obsematduring this time had many
convective events occurring, these systems werdiesnirascale than in the active period and
characteristic of continental and coastal convedimoced by sea breezes. Due to the nature of
these convective cells the forcing data contairinigeedients to produce convection in the
SCM. However, the model cloud fields are much loriyed than the observed clouds but not
as deep. The break period of the experiment isugsiil for model evaluation than the other
phases because of the difficulties of the SCM twegate representative convection. The
greater cloud amounts from the models during tieakbperiod produced large longwave
radiative cooling in the levels collocated with thé&k clouds. The PC2 run showed a stronger
cool bias in the upper levels of the clouds duthgbreak period due to an average 38%
greater cloud ice water content compared to thehathused the diagnostic cloud scheme. The
reason for the greater cloud ice water conterddl &itmes of the simulation is the direct source
of cloud condensate from convection in the PC2mehd his difference in the way the
prognostic and diagnostic cloud schemes interattt @dnvection resulted in a better
representation of clouds from the diagnostic scheuaneng the break period, however, the anvil
cloud during the suppressed phase, which was desetlfsom the outflow of deep convection
from the active period, was shown to be more remegive from the PC2 simulation. It was
during the suppressed monsoon phase that therthevgseatest difference in the averaged ice
condensate amounts with the PC2 simulation produgi® more than the diagnostic scheme.

The prognostic scheme is able to simulate morelbricloud fields in agreement with the
observations as demonstrated by the relationshgoafl fraction with relative humidity. Both
model runs were able to produce supersaturatidmnegipect to ice as was observed in the
upper levels during TWP-ICE. The lack of midlevieuds associated with deep convection in
the model has been reported by Wilson et al. (2p@8d Bodas-Salcedo (2008) and was
exposed in the TWP-ICE results, however, the madeiof the problem was obscured by the
excessive midlevel convection that occurred fohlméud schemes during the suppressed
monsoon phase. The frequency distributions of clomeer as a function of height show that
the diagnostic scheme of Brooks et al. (2005) usd¢ide model to convert the cloud volume
fraction to the cloud area fraction, overestimabesarea cloud fractions at the levels above 12
km. This could be due to the Brooks scheme beingldped from observations taken in
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southern England and the type of stratiform clossfapled there being quite different to those
in tropical conditions. A sensitivity experiment sveonducted to test whether a cloud area
fraction parameterisation was needed for this CHse.results from this simulation showed that
without using the Brooks parameterisation OLR teiodse in better agreement with
observations at all times except during the sugaekperiod. This is because in this case at the
times of deep convection the SCM overestimateslthed amount. Further work needs to be
undertaken to determine whether a cloud area paesisetion is needed in the model and
whether the Brooks et al. (2005) scheme is appatgfor tropical conditions.

Numerous other sensitivity tests were conductetktermine the effects of parameter changes
in the cloud and convection schemes on the reguR{D2 simulated clouds. No significant
effects were shown when the phase change tempeiatthe convective plumes was increased
from -10 to OC and similarly for the simulation where the obserwind shear was included in
the formulation for the amount of overhanging clased in the calculation of the fall of ice.
Significant sensitivity in the PC2 simulated lowwetls was demonstrated when the shape of the
distribution of water vapour was changed from atiaplike shape to a triangular distribution.
The reduction that occurred in the low clouds wtientriangular PDF was used was in better
agreement with the observations. The sensitivitheflow clouds is due to these clouds
including the homogeneous forcing (Wilson et aD&#) used by the boundary layer and
radiation schemes that depend on the shape oflke Fhe high clouds on the other hand are
predominately determined by the convection schevhi&h does include the PDF shape in the
calculation of the convective cloud fraction chagideowever, the model shows relatively little
sensitivity in this term to the change in PDF shdpe area cloud cover of high clouds was
shown to be sensitive to the change in the widtthefdistribution of vapour fluctuations in the
liquid-free portion of the grid box, which is usexddetermine the amount of
deposition/sublimation. When the constant usetlisigarameterisation was increased by a
factor of 4, which resulted in an increase in thétlvof this PDF, the high cloud cover reduced
by 20%. This reduction resulted in about the saveeage high cloud cover as the diagnostic
scheme run and a greater amount of high cloud doguwith cloud fractions between 0.4 and
0.8, rather than too many incidences occurrindatd:fractions close to 1, which is not shown
in the observations. Future work will evaluate ithpact of these sensitivities in the three-
dimensional model.

Lin et al. (2004) suggested that the inability gy models to simulate realistic
representations of the MJO may be caused by systediabatic heating profile errors.
Temperature and moisture errors in the SCM sinmarativere seen to be the most pronounced
during the suppressed and break periods. Otheilestadch as Li et al. (2008) have identified
the link between poor simulations of suppressedection leading to unrealistic simulations
of sub-seasonal variability in tropical convectiorgluding the MJO, and TWP-ICE may
provide a good case to study the model biases ahkeé improvements in the model cloud and
convection parameterisations. The GEWEX Cloud 3yst8tudy Group (GCSS) is currently
setting up a TWP-ICE experiment as an intercompargase for both SCMs and CRMs. This
experiment will use the forcing and evaluation dagathat was used in this study and the
outcomes from the high resolution models will erabimore rigorous assessment of the link
between the cloud scheme and the convection pasaswton in the ACCESS/UM SCM and
the ability of the model to simulate tropical closygstem. This is intended to build on the
results reported herein and lead to improvementiseé@hysical parameterisations.
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