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ABSTRACT 

This report documents the research and development of radiation studies carried out at the 

former BMRC. Only unpublished results are included in the report. The main focus is on the 

work performed to improve the line-by-line radiative transfer model and the development of the 

second version of the Sun-Edwards-Slingo scheme (SES2).  

The GENLN2 line-by-line model, imported from NCAR has been significantly modified for its 

capability of generating the spectral information necessary for developing a broad-band 

radiation code and serving as a benchmark for validation of a broad-band model.  

A new version of the Edwards-Slingo scheme (SES2) is developed using a new k-distribution 

method and a new method to deal with the gaseous overlapping absorption in a spectral band. 

These new techniques make the SES2 more accurate yet efficient. The number of spectral 

bands and number of absorbing species are both increased for better resolution of the spectral 

variation of absorbing species, aerosols and clouds, but the computational cost is reduced 

substantially compared with the previous version of the code. 

In addition, a fast scheme for determining the global and net solar radiation at the surface is 

developed. The work for clear sky conditions has been completed. Inclusion of the effects of 

clouds and aerosols is still in progress.  The purpose for developing such a scheme is to 

improve the model land surface processes. 

In line with the above work, a set of software is developed which can be used for developing a 

range of radiation schemes for different applications.  
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1. INTRODUCTION  

 

The SES2 scheme has been developed for application to numerical weather prediction (NWP) 

and climate models. The purpose in developing SES2 has been to obtain an accurate treatment 

for molecular gaseous absorptions, Rayleigh and aerosol scattering and include more absorbing 

species, especially those important for climate applications.  SES2 is based on a radiation 

scheme developed by Edward and Slingo (Edward and Slingo, 1996). The Edward and Slingo 

scheme has some novel features that are not available in other schemes. The most important 

one is that it was designed to suit both applications involving reference calculations and 

weather prediction and climate studies. Therefore the spectral resolution of the code is flexible. 

This is achieved using a spectral file containing the necessary spectral information such as 

spectral band limit, absorbing species, and spectral properties of atmospheric constituents 

required by the radiation code. The spectral file can be pre-built to suit code requirement. This 

facility enables the user to have a full control of the spectral resolution of the code and the 

physical processes involved. The second novel feature is that the spectral framework is the 

same for both the longwave and shortwave components. This makes the code easy to maintain 

and develop. All these features have been maintained in SES2. In addition, SES2 utilizes the 

correlated-k method (Lacis and Oinas, 1991；Fu and Liou, 1992；Mlawer et al., 1997) which 

is similar to the method of Exponential Sum Fit Transmission (ESFT) used in the first version 

of SES model (SES1). The correlated-k and ESFT both have advantages of computational 

efficiency and direct adaptability to multiple-scattering calculations. SES2 development has 

been based on the line-by-line radiative transfer model (GENLN2) (Edwards, 1992), which 

provides the absorption coefficients for the relevant k distributions. The accuracy of these 

absorption coefficients has been established by comparison of GENLN2 with other line-by-line 

models such as LBLRTM (Clough et al., 1992) and measurements from the Atmospheric 

Radiation Measurement (ARM) (Stokes and Schwartz, 1994).  These validations show with 

high confidence that GENLN2 is accurate enough for use as the foundation for development of 

SES2.   

In SES2, absorption due to water vapour, carbon dioxide, ozone, methane, nitrous oxide, 

oxygen, CFC11, CFC12, CFC113, and CFC114 is considered. Other species can be easily 

implemented into the scheme using interface software developed in this study. Accurate 

calculation of the radiative effect of these gases requires the spectral regions to be divided into 

a series of spectral bands, each of which contains strong absorption bands of a limited number 

of gases. The division of these spectral bands was carefully designed to properly resolve the 

important spectral absorption signatures of these gases.  

The radiative flux and heating/cooling rates determined by SES2 are validated against the same 

quantities obtained directly from GENLN2. This enables the critical evaluation of the results of 

the model for each of its spectral bands for a wide range of atmospheric conditions. It is 

important in evaluating a radiative transfer model to consider not only the flux and heating rate 

but also their sensitivity to variations in relevant physical quantities.  
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Based on SES2, a fast scheme for determining the global and net solar radiation at the surface 

(SURFLX) has also been developed. The reason for developing such a scheme is to enable the 

surface radiation budget calculation to be carried out at each model integration time step in 

order to improve the model land surface processes. The input variables to this scheme are total 

column values of absorbing gas amount, solar zenith angle, surface pressure and albedo. Wide 

ranges of these quantities have been used in SES2 calculations to cover the range of possible 

values found in the earth’s atmosphere.  The results at the surface determined by SES2 were 

used to develop SURFLX. All variables used in the SURFLX can be obtained from satellite 

measurements or field experiments and therefore it is easy to validate SURFLX against a wide 

range of observations. These validations provide a traceable link from SES2 and GENLN2 to 

observations for a wide range of atmospheric conditions.        

In this report, the details of development in GENLN2 and SES2 are presented. The 

development of SURFLX has been published (Sun et al., 2007) so only a brief summary of that 

work is given. SES2 has been extensively tested against the Genln2 line-by-line results and 

earlier version as well as the original Edwards-Slingo radiation code. It has also been validated 

by comparing modeled radiation at the top of the atmosphere (TOA) with satellite observations. 

These comparisons are presented in this report. Finally, the performance of SES2 in the BMRC 

Atmospheric Model (BAM) is evaluated in both climate and NWP modes. The results are also 

discussed in the report.  

2. CORRELATED-K METHOD 

The correlated-k distribution (CKD) is an approximate technique for the accelerated calculation 

of radiation for inhomogeneous atmospheres. Because this method is capable of achieving 

accuracy comparable with that of line-by-line models with an extreme reduction in the number 

of radiative transfer calculations, it has been widely adopted in development of new radiative 

transfer schemes.  This method allows the radiative transfer operations for a given 

homogeneous layer and spectral band to be carried out using a small set of absorption 

coefficients that are representative of the absorption coefficients for all frequencies in the band. 

The spectral absorption coefficient varies extremely irregularly with wavenumber and therefore 

it is hard to find a representative values in each sub-interval. However, by reordering the 

absorption coefficients in ascending order, the absorption spectrum becomes a smoothly 

varying function and a representative value can be specified for any segment of the re-ordered 

spectrum. Mathematically, this operation can be expressed as given below. 

Assuming a uniform source of radiation over the frequency interval ∆υ, gaseous transmittance 

is given by 

 

υ
υ

υ

υ

deuT
uk

∫∆
−

∆
= )(1

)(  
(1) 
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where u is the gaseous absorber amount, and k(υ) is the gaseous absorption coefficient in 

frequency space. The absorption coefficient k is a function of pressure and temperature.  The 

transmission function can also be written in k space (Goody and Yung 1989) as 

,)(
1

)(
0

dkkfeuT
ku

∫
∞

−

∆
=

υ
 

(2) 

 

where  f(k) is the k-distribution function,  

∫∆ −
∆

=
υ

υυδ
υ

,)]([
1

)( dkkkf  
(3) 

 

where  )]([ υδ kk −  is the δ function.  f(k) is a Dirac comb (Li and Barker, 2005), because it 

sums up all absorption lines of the same strength. In (2) and (3), k is still the absorption 

coefficient, but it is now in k space and thus represents reordered values that are independent of 

υ. Note that expression for the transmission function in k space and frequency space are related 

to each other via, 
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Now consider the cumulative probability function 
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with  g(0) = 0 and g(∞) =1. From (5), dg(k) = f(k)dk, which when inserted into (2) yields 

            dgeuT
ugk

∫
−=

1

0

)()(  
(6) 

 

Thus, g forms a cumulative probability space (CPS), in which k(g) is now the absorption 

coefficient in g space. Scaling CPS into N points Gi (i = 0, 1, 2, . . . , N), with G0 = 0, GN =1, 

and letting 

gi = Gi -Gi-1, with 1
1

=∑
=

N

i

ig , the integral in (6) becomes 

            dgeuT
N

i

G

G

ugki

i
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−

−

=
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1
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(7) 

 

Accurate results for each of the N intervals in (7) can be obtained from line-by-line calculations 

using all available k values in g space. On the other hand, the results in a k distribution model 

have to be calculated as 

           

i

N

i

ugk
geuT i∑

=

><−=
1

)(
)(  

(8) 

 

    

For each domain gi, the model absorption coefficient in CPS, <k(gi)>, could be obtained 

through fitting the line-by-line results of (7) in the same domain for a suitable range of u. The 

detailed procedure of this approach will be introduced in section 8.  

For an inhomogeneous atmosphere, the layers with different pressure and temperature are 

treated in the same way as described above. Thus, a transmission function between two 

pressures p1 and p2 is given by 

2

11

exp ( ) ( )
N p

i i
p

dp
T k g q p g

G

 
= −  
∑ ∫ , 

(9) 

 

 

where q(p) is the mass mixing ratio for the absorber at pressure p, and G is the gravitational 

constant. This procedure is known as the correlated-k method. It is based on an assumption that 

the k distribution in a given layer is fully correlated in spectral space with the k distribution in 

the next layer. This assumption is true for a few special cases (Fu and Liou, 1992). In general, 

however these conditions do not hold. As pressure, temperature, and relative molecular 

concentrations change from one layer to another, each k(υ) value will be affected differently. 
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As a result, the spectral elements that contribute to a subinterval of the k distribution for one 

homogeneous layer will not be mapped to the corresponding subinterval for a different 

atmospheric layer, and therefore performing radiative transfer through the atmosphere for a 

single subinterval will not correspond to a fixed set of frequencies. This affects the accuracy of 

the radiance calculation since, for each layer, the transmittance that acts on the incoming 

radiance in general will not be perfectly matched with that radiance since the two quantities 

will be associated with different sets of spectral elements. The magnitude of the resulting error 

is dependent on the extent to which the mapping υ → g for successive atmospheric layers is 

correlated.  

In general, the correlation in sorted absorption coefficients is very strong when two 

atmospheric layers are close and weak when two layers are too far away (Li and Barker, 2005). 

In the process of radiative transfer, influences from near-neighbor levels are much more 

important than from distant levels. For the infrared radiative transfer, all the exchange 

contributions from outside a layer are represented by the incoming flux at the layer’s boundary 

and flux calculations precede individually layer-by-layer. Only transmissions between any two 

neighboring levels are needed. Thus, correlation in sorted absorption spectra in CPS is highly 

guaranteed. For solar radiation, the widely used adding-doubling method (Lacis and Hansen, 

1974) also addresses reflection and transmission for each individual layer. These properties can 

then be linked to generate contiguous layers such that vertical correlation is maximized in the 

correlated-k method by individually sorting at each pressure level. This may explain the success 

of this method in radiative transfer calculations.  

Figure 1.  Absorption coefficients of water vapour as a function of cumulative probability g for three 

pressures determined using two sorting methods. The left panel shows the results derived by reordering 

the absorption spectrum at all three levels. The right panel displays the results determined by reordering 

the spectrum at 1mb level and then applying this sorting to other two levels. 
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This issue is further investigated in this study. In Figure 1, we plot re-ordered water vapour 

absorption coefficients in the spectrum between 0 and 400 cm
-1

 in two ways: one is to perform 

the υ → g mapping individually for three pressure levels as shown in the left panel; the other is 

to perform the mapping at a reference level of 1 hPa and apply this mapping to the other two 

levels. The results are shown in the right panel. Clearly, the results in the left panel are smooth 

and it is easy to perform the integration in g space, but the frequencies corresponding one g 

point at three levels in this case are usually not the same and  that actually violates the vertical 

correlation principle. The results in the right panel are not smooth for the pressures 0.01 and 

100 hPa but the frequencies at each g point are the same for all three levels. Clearly, it is hard 

to obtain an accurate integration result for the second case unless a high spectral resolution 

line-by-line model is used. This figure indicates that the correlation assumption for the 

absorption coefficients in inhomogeneous atmosphere does not hold. Nevertheless, the 

distribution trends of the re-ordered spectrum at three levels in the right panel are very similar, 

which reflects the fact that the absorption coefficients are partially correlated. We further 

examine the correlated-k approach by performing heating rate calculations for two cases using 

the two-stream model SES1 (Sun and Rikus, 1999) at a spectral resolution of 0.01 cm
-1

. One 

uses the reordered absorption spectrum as shown in the right panel of Figure 1 and thus the 

results are ‘exact’; the other uses the correlated-k spectrum as shown in the left panel of Figure 

1. The difference between the results from these calculations exposes the errors induced by the 

CKD method. Since these calculations are extremely time consuming using a two-stream 

model, the calculations were only performed for the spectral band 350 － 400 cm
-1

 and the 

results are shown in Figure 2. It can be seen that the errors induced by the correlated-k method 

can be greater than 10 k day
-1

 at high spectral resolution calculations. However, the error is 

reduced to less than 0.001 k day
-1

 when the results are averaged across the band. The reduction 

of error in the band averaged results is obviously due to the cancellation of random errors at 

higher resolution. This cancellation together with the partial correlation of absorption 

coefficients at different pressure levels may explain the success of correlated-k method to the 

broad-band radiative transfer.  

Figure 2. Longwave heating rate errors due to correlated k assumption calculated at line-by-line spectral 

resolution using SES1 two stream radiative transfer scheme. The calculations are performed for the 

spectral region 350 - 400 cm
-1

. The left panel shows the average heating error across the band. 
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3. DEVELOPMENT STRATEGY 

The radiation models used in the BMRC global and regional systems are due to Lacis and 
Hansen (1974) in shortwave and Fels and Schwarzkopf (Schwarzkopf and Fels, 1991) in the 
longwave. These models have an advantage in efficiency, especially the shortwave scheme and 
therefore have been widely used for a couple of decades. However, since the physical processes 
in these models have been highly simplified to gain the efficiency, their accuracy is generally 
not good enough for many applications in NWP and climate studies. In particular, since the 
longwave scheme uses an emissivity approach and the cooling to space approximation, it does 
not possess detailed information about the absorption coefficient distribution and hence does not 
readily lend itself to the calculation of radiation transfer for scattering atmosphere, which is 
highly dependent on the magnitude of local absorption. Approaches to the accelerated 
calculation of radiative transfer that have detailed dependence on absorption coefficients, such 
as the correlated-k method used for SES2 and ESFT method used for SES1 are fully compatible 
with multiple-scattering methods.  

There are a number of issues associated with the development of SES2 using the correlated-k 
method. One of them is the choice of spectral bands and how many sub-intervals or g points are 
to be used for determining the band average flux. Clearly, the more g points are employed the 
more accurate result can be achieved, but the code will be more expensive to run. In SES2, a 
minimum number of g intervals which maintained the accuracy of band average flux and 
heating rate was found for each band. The detailed method is described in section 8.  

The second issue is that each correlated-k model must include a procedure to account for 
variations in a band’s absorption coefficient with pressure and temperature. A common method 
is to scale a reference set of kj values by an appropriate function of pressure or temperature. This 
method is used in the Edwards-Slingo radiation model. Our studies have indicated that this 
method is not accurate. The errors in the stratosphere and above are particularly large (Sun and 
Rikus, 1999). Alternatively, SES2 performs linear interpolation using stored sets of  kj  values, 
which are obtained from a k distribution that have been calculated for the full range of 
atmospheric conditions of interest. Linear interpolation is utilized extensively in SES2, 
effectively eliminating discreteness effects. This also enables the model to accommodate micro-
layering, which is important in modeling atmospheric inhomogeneities associated with 
surface/atmosphere and cloud/atmosphere interfaces. The reference k values are stored for 59 
pressure levels from 1050 – 0.01 hPa with an equal spacing in log pressure as suggested by 
Mlawer et al., (1997). For each reference pressure, k values are stored for values of temperature 
Tref, Tref ± 15 K, Tref ± 30 K, where Tref  is the temperature corresponding to this pressure in the 
mid-latitude summer profile. The generation of such a large number of k distributions is a 
significant computational cost involved in the development of SES2 and similar models. The 
dataset, once established, however, can be repeatedly used in the generation of radiative 
parameterizations for other applications.  

The third critical issue for the model is the method used to perform the radiative transfer for a 
spectral band with multiple active species. The treatment of overlapping gaseous absorption is a 
challenge for rapid radiation models, including those using the correlated-k method. This issue 
is addressed in SES2 following the approach developed by Mlawer et al. (1997) that introduces 
a parameter that allows any combination of two overlapping species to be analyzed accurately 
and efficiently. Mlawer’s method has been modified in this study and our modification has been 
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been accepted by Mlawer and his group to be used in their model RRTM (Mlawer, personal 

communication).  

The important strategy in this study is not only to develop a radiative transfer model but also a 

comprehensive package that can be used in many areas in the radiation field. The work which 

have been done with this system and proved to be useful are the development of an infrared 

radiance code for simulation of the satellite measurements of the brightness temperature (Sun 

and Rikus, 2004); a parameterization of global and net solar radiation at the surface, SURFLX 

(Sun et al., 2007) and SES2 as will be detailed in this report. The fundamental role of GENLN2 

in the development of these schemes is shown schematically in Figure 3. Two major 

components of the relationship between GENLN2 and SES2 are the spectral absorption 

coefficients determined by GENLN2 and the k distributions converted directly from the 

spectral absorption coefficients. This establishes a direct traceability from the absorption 

coefficients used in SES2 to high-resolution validations performed with the calculations of 

GENLN2 using observational data. The other major component of the relationship between 

GENLN2 and SES2 is the use of fluxes and heating rates calculated using GENLN2 to validate 

the results of SES2.  

Similarly, the components of the relationship between SES2 and SURFLX are the generation of 

an empirical scheme for determining the radiative fluxes at the surface based on the results 

from SES2 and the use of results from SES2 to validate those from SURFLX. The important 

function of this system is its ability to validate models for a wide range of atmospheric 

conditions. GENLN2 and SES2 can only be validated against observations for a few cases due 

to limited data sources. The validation of SURFLX, however, can be done easily with variety 

available data obtained from field campaigns and satellite measurements and therefore provides 

backward validation for SES2 and GENLN2.     

       

4. MODIFICATIONS OF GENLN2 AND ITS VALIDATION   

 

Version 3.0 of the GENLN2 model is used in this study. GENLN2 allows users to calculate 

atmospheric radiances and transmittances and was used to calculate gaseous transmissions 

required by the Edwards and Slingo code (Edwards and Slingo, 1996). In order to use this 

model as a reference to validate the accuracy of a broad-band model, it is necessary to modify it 

to allow the calculations of monochromatic fluxes and heating rates. In the longwave spectrum 

the modification of GENLN2 followed the approach provided by Clough et al. (1992). Four 

point first moment Gaussian quadrature is used to perform the angular integration. The 

variation of the Planck function within a layer is taken into account using the linear in τ 

relationship as suggested by Clough et al. (1992).  In the short-wave spectrum, the calculations 

are more complicated due to the effects of scattering. If we ignore the effects of scattering, the 

irradiance calculations in the short-wave are greatly simplified as the upward and downward 

irradiance can be calculated separately like those in the long-wave spectrum: downward 

irradiance is just the direct solar beam traveling from the top of the atmosphere to the Earth's 
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surface; upward irradiance for a nonzero albedo non-specular surface is the isotropic upwelling 

diffuse beam. We adopted the formula presented by Ramaswamy and Freidenreich (1991) to 

perform these calculations. Again we use the four point first moment Gaussian quadrature to 

perform the angular integration for the upward transmission. The Clough water vapour 

continuum model (Clough et al., 1989) is used in GENLN2 and it has been updated several 

times. The current version used in the model is MT_CKD1.00 (Mlawer, personal 

communication).  

 

  Figure 3. Development strategies of radiation schemes. 
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Figure 4. Longwave cooling rats determined using GENLN2 and LBLRTM for three ICRCCM test cases: 

(a) H2O only; (b) H2O + continuum; (c) H2O + CO2 + O3. 

 

 

We first compared the longwave cooling rates determined using GENLN2 with those from 

LBLRTM (Clough et al., 1992). This comparison should be appropriate for the calibration as 

the flux algorithm and the water vapour continuum scheme used in GENLN2 are essentially the 

same as those used in LBLRTM. Unless otherwise indicated the results presented in this report 

are all calculated for the standard mid-latitude summer (MLS) atmosphere. Figure 4 gives a 

comparison between longwave cooling rates calculated using GENLN2 and the LBLRTM line-

by-line models for the three test cases of the Intercomparison of Radiation Codes in Climate 

Models program (ICRCCM): MLS atmosphere including absorption by water vapour only (Fig 

4a), water vapour and its continuum (Fig 4b) and water vapour plus its continuum, plus carbon 

dioxide and ozone (Fig 4c). It is seen that agreement between two the models is very good. The 

cooling rate differences for the first two test cases are about 0.1 K day
-1

 throughout the 
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atmosphere. The cooling differences for the third case are slightly larger for pressure levels 

above 10 hPa but still less than 0.4 K day
-1

. 

For the shortwave spectrum, we compared the solar heating rates determined by GENLN2 with 

those determined by the GFDL (Ramaswamy and Freidenreich, 1991) line-by-line model and 

this is given in Figure 5. The calculations use the MLS atmosphere with a surface albedo of 0.8. 

Only absorption by water vapour is considered in the calculations without including its 

continuum and Rayleigh scattering. Agreement between the two models is again very good. 

The heating rate differences between two models are about 0.1 K day
-1

.  

 

These comparisons indicate that the accuracy of GENLN2 is compatible with other line-by-line 

models commonly used in the community and therefore is appropriate to adopt for this study.  

 

Figure 5. shortwave heating rates due to absorption by water vapour determined using GENLN2 and 

GFDL for MLS atmosphere. The calculations assumethree solar zenith angles as indicated in the figure 

and a surface albedo of 0.8. 

 

 

Apart from the above comparisons, Genln2 is further validated using the ARM observational 

data. The high spectral resolution data measured by the Rotating Shadowband 

Spectroradiometer (RSS) (Harrison et al., 1999) at the ARM research site at Southern Great 

Plains for a clear sky condition are used for validation. The RSS provides spectrally-resolved 

direct-normal, diffuse-horizontal, and total-horizontal irradiances. The data measured by the 

second-generation instrument with a higher-performance 1024 x 256 CCD arrays are used in 

this work. The data from the first generation instrument have been used by Mlawer et al. (2000) 

to validate LBLRTM. The data obtained at 11:00 local time (solar zenith angle 43.59
o
) on 4 

March 2000 were used. The pressure, temperature, and water vapour measurements from the 

radiosonde sounding form the basis of the atmospheric profile are used as an input to the 

model. The water vapour profile has been scaled to match the total column value measured by a 

microwave radiometer which provides an accurate determination of total water vapour column.  
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The mid-latitude summer ozone profile is used and the values are scaled to agree with a total 

value of 323 Dobson Unit which was obtained from the TOMS measurement nearer to the SGP 

site on that day. For a comparison with clear sky measurements, the Rayleigh and aerosol 

scattering must be included in the calculations. Therefore, we further added Rayleigh scattering 

to the GENLN2 calculations. Aerosol optical depths measured by collocated sun photometers 

(Min, 2002, personal communication) were interpolated onto the GENLN2 spectral grid and 

the downward irradiances at the surface were scaled by e
-τ
 to account for the attenuation by 

aerosols, where τ is the measured spectra aerosol optical depth. The RSS instrument (slit) 

response function was applied to the calculated irradiances, yielding a value of irradiance 

corresponding to each spectral channel of the instrument. 7 absorbing species are included in 

the calculations. The treatments of some absorbing species are described in next section.  The 

result is shown in Figure 6. 

 

It is seen that the modelled result is in a good agreement with observations. The differences 

between the measured and calculated irradiances, shown in the lower panel of Figure 6, are 

small across most of the measured spectrum. The total flux difference between the calculated 

result and observation is 4 W m
-2

, which is generally smaller than the instrument uncertainty.  

 

Figure 6. Comparison of measued (red curve) and calculated (green) solar spectral irradiances for a clear 

sky condition at ARM SGP site on 4 March 2000. Lower panel shows the differences 
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5. IMPLEMENTATION OF NEW ABSORPTION DATA IN 
GENLN2     

 

The HITRAN (Rothman et al. 2003) spectroscopic database is a major source of absorption 

coefficients for absorbing species included in radiative transfer models. However, data for 

some species are not available in the HITRAN database and therefore other sources are 

required and the extra species need to be treated separately in line-by-line calculations. This 

section describes the treatment of these absorption coefficients in Genln2.   

5.1 Ozone data 

Ozone is an important minor constituent of the Earth’s atmosphere and is a strong absorber of 

the solar radiation in the ultraviolet (UV) and weak absorber in the visible wavelengths. Ozone 

absorption is a major heating source in the middle atmosphere, which provides energy for 

photochemical reactions (Chou and Lee, 1996). Therefore, the treatment of the solar radiation 

absorbed by ozone is important in providing accurate heating rates in the middle and upper 

atmosphere and the radiation budget at the earth surface.  

Laboratory measurements of ozone absorption cross-sections aer normally used in calculations 

of the ozone absorption. There are many such measurements available (see Orphal, 2002 for a 

comprehensive review), but many of these data do not cover the full UV and visible spectral 

regions and cannot be used in radiative transfer models. There is also a lack of inter-

comparison for those cross-section data used in radiative transfer models. In order to fill this 

gap, three ozone absorption cross-section datasets were examined using the GENLN2 line-by-

line model to help select the best data. All these data have a full spectral coverage and are 

widely recognized in the community. The first set is due to Molina and Molina (1986) and 

Malicet et al. (1995) (hereafter referred to as Malicet). Malicet et al. (1995) fitted the 

temperature dependent of the measured cross-section data in terms of a polynomial function. 

The fitted coefficients in the spectral region between 195 and 850 nm are provided. The second 

dataset is that used in Lowtran7 (Kneizys et al., 1988) and is referred to as Lowtran. This 

dataset has averaged cross-section data mainly from Molina and Molina (1986) but there is no 

temperature dependence. The spectral resolution of the Lowtran data is 100 cm
-1

. The third 

dataset is that measured by Voigt et al. (2001) for the European Space Agency (ESA) remote 

sensing program (Orphal, 2002). This program was assigned to retrieve trace gas distributions 

from space platforms. This requires absolute absorption cross-sections for all relevant gases as 

a function of optical frequency for appropriate physical conditions (e.g. pressure, temperature, 

mixing ratio) and appropriate instrument conditions (e.g. spectral coverage and resolution).  

They made laboratory measurements of O3, O2, NO2, SO2 for specified physical and instrument 

conditions. The ozone cross-sections were measured at five different temperatures in the range 

203-293 K and two pressures in the spectral region 230 - 850 nm with a spectral resolution of 5 

cm
-1

. Compared with the previous two datasets, the ESA data have a better temperature 

dependence and spectral resolution. Following the treatment by Malicet et al. (1995), the 

temperature dependence of the ESA data were fitted to a polynomial function at each 

wavelength. The pressure dependence was found to be insignificant (Voigt et al., 2001) and is 
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therefore not considered in this study; the ESA data at 1000 hPa were used. These three 

datasets were implemented into Genln2. A spectral resolution of 0.01 cm
-1

 was specified in 

calculations which used the MLS atmosphere, a solar zenith angle of 30
O
, and a surface albedo 

of 0.2. The voigt line profile was used.  

Figure 7 shows a comparison of the ozone absorption cross-sections from these three datasets. 

The results from ESA correspond to a temperature of 246 K and those from Malicet were also 

determined using this temperature for a consistent comparison. The absorption cross-section 

data from Lowtran have no temperature dependence. The left-hand panel shows the results in 

the 200-850 nm regions. It is seen that the results in this figure do not show a significant 

difference except in the 340-480 nm and the 700-850 nm regions where the cross-section data 

are not available in the Lowtran data file. The other difference occurs in the region beyond 750 

nm where the Malicet cross-section is larger than that from the ESA. The differences in other 

regions are hard to see because of the scale of the data. The right-hand panel presents the 

results in the Chappuis band between 500-700 nm with a different scale to explore the 

difference in this region. One can see that the cross-section from ESA is systematically larger 

than Malicet. The cross-section from Lowtran which appears to be a step function due to its 

low spectral resolution is also less than that of ESA.  

 

Figure 7. Comparison of three ozone absorption cross-section datasets. Both the ESA and Malicet results 

represent the cross-section at a constant temperature of 246 K while the results from Lowtran denote 

values for averaged temperature. The right panel shows the results in the spectral region 0.5 - 0.7 

microns in linear scale to emphasize the differences. 

 

 

Figure 8 shows a comparison of the downward solar irradiance at the surface determined using 

these three absorption cross-section datasets. The results have been degraded to 10 cm
-1

 

resolution. The differences between the results determined using the ESA data and those with 

Malicet and Lowtran are shown in the lower panel. It is seen that there is essentially no 
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difference in the Hartley band due to its strong absorption but differences in the other bands are 

noticeable. In the spectral region between 450 and 690 nm, the absorption of solar radiation 

determined using both the Lowtran data and Malicet is less than that determined using the ESA 

data. The maximum difference can be 0.6 mW m
-2

 cm. The total absorption in the region 

between 200 and 690 nm determined using the three datasets is 37.629 (ESA), 36.211 (Malicet) 

and 36.730 (Lowtran) W m
-2

, respectively. Therefore, the use of ESA cross-section data results 

in an increase of the absorption by 0.899 and 1.409 W m
-2

 relative to the Malicet and Lowtran 

data.  

Figure 8.  The upper panel shows the downward spectral solar irradiances at surface determined using 

the three O3 absorption cross-section datasets. The differences (ESA minus Malicet and Lowtran) are 

displayed in the lower panel. The calculations assume a mid-latitude summer atmosphere, a solar zenith 

angle of 30
O
 and a surface albedo of 0.2. 

 

 

 

Figure 9 shows the comparison of heating rates determined using the three cross-section 

datasets. Use of the ESA cross-section data leads to an increase of solar heating rate at around 1 

hPa by 0.35 and 0.2 K day
-1

 relative to that of the Lowtran and Malicet data, respectively. 

The temperature dependence of the O3 absorption cross-section is shown in Figure 10. It is seen 

that the variation of the cross-section with temperature mainly occurs in the Huggins band 

between 310 and 380 nm and the Wulf band between 700 and 800 nm. The O3 absorption in 
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these bands is several orders of magnitude weaker than that in the Hartley band. Since the 

temperature dependence could not be considered in the previous studies (e.g. Chou and Lee, 

1996; Sun and Rikus, 1999; Edwards and Slingo, 1996) due to lack of such data, it is 

worthwhile to examine its effect. For this purpose, the calculation was performed using the 

ESA absorption cross-section data determined with a fixed temperature of 250 K and the results 

were compared with those determined using the full temperature dependence of the ESA cross-

section data. The results show that using a constant temperature causes the absorption to 

increase by 0.15 W m
-2

, but the heating rate at about 1 hPa to decrease by 0.2 K/day. This is 

due to the fact that overall the O3 absorption cross-section increases with temperature. At the 1 

hPa level the temperature is higher than 250 K. Therefore using 250 K there leads to an 

underestimate of absorption. But for the atmosphere as a whole, 250 K is probably too high and 

results in an overestimate of total absorption. These figures indicate that the temperature 

dependence of the O3 absorption cross-section does influence the absorption of solar radiation 

and should be taken into account. 

 

 

Figure 9. Solar heating rate in the UV and visible region due to O3 absorption determined using three 

absorption cross-section datasets (left panel). The differences (ESA minus Malicet and Lowtran) are 

shown in the right panel. The calculations assume a mid-latitude summer atmosphere, a solar zenith 

angle of 30o and a surface albedo of 0.2. 
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Figure 10. Ozone absorption cross-sections as a function of wavelength for five temperatures. The data 

were obtained from European Space Agency website. 

 

5.2 Molecular oxygen collision induced continuum 
absorption  

 

The molecular oxygen has absorption bands throughout the spectrum from infrared to 

ultraviolet (Newnham and Ballard, 1998). Some of these absorptions appear as continuum 

features arising from dimmer or collision complexes of oxygen (e.g. O2-O2, and O2-N2). The 

later are described as collision-induced absorption. In the near infrared, the transition in O2 

produces the (0,0) band, centered near 7900 cm
-1

 (1.27 µm),  the (1,0) band, centered near 9400 

cm
-1

 (1.06µm ), and the (0,1) centered near 69300 cm
-1

 (1.58 µm) (Goldman, 1997).  Currently, 

there is no theoretical solution to deal with these continuum absorptions. An empirical 

approach has been proposed by Mlawer et al. (1998) to solve the problem with these continuum 

absorptions. It is similar to the treatment of water vapour continuum. They developed an 

empirical model based on differences between the observed spectrum and calculations by the 

line-by-line (LBLRTM). They have shown that the LBLRTM residues have been greatly 

reduced using this scheme. However, the scheme has disadvantages in that it was not derived 
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directly from the absorption cross-section measurements and does not have temperature 

dependence.  The later may be important in O2 continua as shown below.  

As mentioned early, the absorption cross-sections of oxygen have been measured by Smith and 

Newnham (Smith and Newnham, 2000) at the Rutherford Appleton Laboratory (RAL) for the 

ESA remote sensing program. They have analyzed data to work out the continuum cross-

sections by removing the oxygen molecular line structured absorption. The continuum data for 

all three spectrum regions were generated for several temperatures and these data were 

implemented in GENLN2 for dealing with oxygen continuum absorptions. The optical depth 

for oxygen continuum absorption is determined by    

znonono ∆= 222222 ρρστ  (10) 

where σo2n2 is the absorption cross-section due to collision of oxygen and nitrogen, ρ  represents 

the molecular density of oxygen or nitrogen. In the 1.59 µm band, the absorption is due to O2-

O2 pair collision and therefore the index n2 in equation (10) is replaced by o2. In the bands of 

1.27 and 1.06 µm, the cross-section data for mixing ratio 21/79 of oxygen to nitrogen is used.   

Figure 11 shows the oxygen continuum absorption cross-sections in the three major bands. It is 

seen that the temperature dependence of the cross-sections is only significant in the 1.27 µm 

band. The effect of temperature in the other two bands is not significant. Therefore, we only 

include the temperature effect in 1.27µm band. The data in the other two bands are averaged 

and used in the radiative transfer calculations.  In the 1.27µm band, a linear interpolation is 

used to determine the cross-sections at different temperatures. For the temperatures outsize of 

the data boundary the values at boundary temperature are used.   

The influence of oxygen continuum absorption on the solar flux and heating rate has been 

investigated by Chagas et al. (2002) using a 220 narrow band shortwave radiation scheme of 

Slingo and Schrecker (1982). The data they used were derived from the same measurements in 

RAL but using a different method. They found that inclusion of both 1.06 µm and 1.27 µm 

continua in the calculations for the mid-latitude summer atmosphere with a solar zenith angle 

of 60
o
 and a surface albedo of 0.1 leads to an increase of total atmospheric absorption by 1.10 

W m
-2

.  The same calculations were performed in this study using GENLN2 and SES2 (SES2 

model will be introduced later). In GENLN2 calculations, only gas absorptions are considered 

while in SES2 both the absorptions and Rayleigh scattering are included. Therefore, our result 

determined by SES2 is more compatible with those of Chagas et al. Figure 12 presents the 

downward spectral solar irradiances at the surface determined by GENLN2. The red curve 

represents the result without including the oxygen continuum and the green curve denotes that 

including the O2 continuum. 
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Figure 11. Binary cross-section for the absorption continuum in the 1.59 (A), 1.27 (B) and 1.06 (C)  µm 

bands of oxygen for different temperatures derived by Smith and Newnham (2000).  

 

 

 

The difference between the red and green curves plotted in the lower panel clearly shows the 

contributions from three oxygen continuum absorption bands. The absorption intensity is 

stronger in the 1.27 µm band than those in the other two bands. The total increased atmospheric 

absorption due to the effect of oxygen continuum is 1.52 W m
-2

. This value is larger than that 

obtained by Chagas et al. (2002).  However, the values determined using the SES2 model with 

and without the Rayleigh scattering are 1.09 and 1.13 W m
-2

, respectively; which are closer to 

the Chagas’ estimate, particularly for the case when the Rayleigh scattering is included. These 

comparisons indicate that the results determined with narrow or broad-band models are 

somewhat underestimated.  

Figure 13 compares the solar heating rate with and without oxygen continuum absorption. The 

results determined using both the GENLN2 and SES2 are given and they are in a good 

agreement. Both models show that the heating rates in the lower troposphere are increased by 

about 2% that is consistent with the figure shown in Chagas et al. (2002). 

 

A 
B 

C 
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Figure 12. Solar irradiances calculated by GENLN2 for the cases with and without oxygen collision 

induced continuum. Three absorbing gases (H2O, O3 and O2) are included in the calculations with a solar 

zenith angle of 60
O
 and a surface albedo of 0.1. The lower panel shows difference, i.e. the result without 

O4 (red curve) minus that with O4 (green curve) 

 

 

5.3 Cross-section data of SO2 in UV band 

 

The SO2 has absorption in the UV spectral band between 260 nm (38,460 cm
-1

) and 320 nm 

(31,250 cm
-1

). The data are available at two temperatures (223 and 280 K) and two pressures 

(100 and 1000 mb). A linear interpolation is used to determine cross-section values at the other 

pressures and temperatures. Figure 14 shows the measured absorption cross-section spectrum 

for SO2. It is seen that the absorption of the solar radiation by sulphur dioxide in the UV band is 

highly spectral dependent and therefore needs higher spectral resolution model to resolve the 

spectral variations. This implementation has made it possible to study the shortwave radiative 

impact of this greenhouse gas. 
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Figure 13. The atmospheric heating rates due to shortwave absorption by water vapour, ozone and 

oxygen for a clear-sky mid-latitude summer profiles, solar zenith angle of 60o, surface albedo 0.1. The 

oxygen collision-induced absorption is included in both models and the Rayleigh scattering is included in 

the SES2 model. 

 

 

5.4 Cross-section of NO2 data 

 

NO2 measurements were made at 5 temperatures (223, 246, 269, 280, and 293 K) and two 

pressures (100 and 1000 mb). The spectral distributions of these data are displayed in Figure 

15. The same implementation procedure as those of O2 and SO2 was applied to this gas. 

Apart from absorbing species described above, Rayleigh extinction has also been added to 

GENLN2. This is for the sake of validating model against observations as shown in previous 

section.     
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Figure 14. Measured sulphur dioxide cross-section in the ultra-violet spectrum. The data are obtained 

from ESA website.   

 

 

 

Figure 15.  Measured nitrogen dioxide cross-sections. The data were obtained from  ESA website 
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6. SOLAR SOURCE FUNCTION  

 

Solar source function represents a solar spectrum at the top of the atmosphere. It is an energy 

source driving the general circulation in the earth atmosphere.  The solar source function can be 

measured by satellite.  The common source function used in the community is that provided by 

Labas and Neckel (Neckel and Labs, 1984).   Because of instrument limits, the spectral 

resolution of the measured solar source function is not high enough for some research 

application. A synthetic solar source function generated by Kurucz (1992) has recently been 

adopted by community. The Kurucz solar source function is theoretical model result based on 

the measured results given by Neckel and Labas (1984). Several versions of this function are 

used in different radiation groups and they lead to quite large difference in the solar heating 

rate calculations. So far this difference has not been attracted attentions in the community. We 

are currently working on this issue trying to understand why there is such a large difference 

caused by using the different solar source function and find out which function provides 

realistic result. 

In order to evaluate these source functions and their impact on radiative transfer calculations 

four functions collected have been implemented into Genln2. These are: Kurucz original 

function in 1992; Kurucz function used in Atmospheric Environmental Research (AER); 

Kurucz function used in UK Met Office and Empirical College and solar source function of 

Labs and Neckel. 

Figure 16 shows a comparison of these solar source functions. A large difference can be seen 

between Neckel-Labs and Kurucz functions. The lower panel displays the difference between 

the different Kurucz source functions (Versions of AER and UK minus Kurucz origin).  It is 

seen that the difference is also significant. Figure 17 shows the percentage difference of the 

solar energy in three sub-spectral intervals between Neckel-Labs and Kurucz. It is seen that the 

change from the Neckel-Labs to Kurucz has led to increase of the solar energy in the UV region 

by 3%. Since the ozone absorption in this region is dominant solar heating source and the solar 

energy has a peak value in this region, this change results in a large change in solar heating in 

the upper atmosphere (see below). Even with the Kurucz function itself, different version also 

shows a significant difference in spectral distribution. Figure 18 shows a comparison of the 

solar heating determined using these four solar source functions. It is seen that the maximum 

solar heating difference between Kurucz and Neckel-Labs is about 4 K day
-1

 at 1 hPa.  This 

change is significant. Such a large change in solar heating must have a significant impact on 

model simulations, especially for the simulations in the upper atmosphere. Unfortunately, no 

relevant researches can be found in literature, indicating that this issue has not extracted 

attention in the community. It is therefore necessary to conduct a study to assess this impact on 

NWP and climate simulations. This assessment will be conducted using the Australian 

Community Climate Earth Simulator System (ACCESS) model after the implementation of 

SES2 is completed.  
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Figure 16. Comparison of different version of the Kurucz solar source functions with that of Labs and 

Neckel.  The lower panel shows the difference between Kurucz 1992 version and that used in AER and 

UK Met Office.  

 

 

   Figure 17. Percentage change in the solar energy in three major solar spectral bands due to the change 

from the Labs and Neckel solar source function to Kurucz source function. 
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Figure 18.  Solar heating rates determined by GENLN2 for 4 solar source functions. 

 

7. LINE-BY-LINE CALCULATIONS OF HEATING RATES FOR 
IMPORTANT ABSORBING SPECIES 

 

The spectrally integrated fluxes and heating rates are essential radiative information necessary 

for the treatment of atmospheric processes. However, important insights can be obtained by 

careful consideration of the spectral distribution of these quantities. This is particularly 

important for the selection of the spectral bands and inclusion of absorbing species in each 

band. For this reason, the spectral heating rates are calculated using GENLN2 for a number of 

important absorbing species and the results are used as physical bases for designing the spectral 

band structure of SES2. 

Figure 19 shows the longwave spectral cooling profile for water vapour without including the 

continuum absorption. The results are very similar to that presented by Clough et al. (1992) 

using LBLRTM. The cooling profile has a strong correlation with the absorption spectrum of 

waver vapour shown in Figure 15 in Clough et al. (1992). The strongly absorbing regions of the 

water vapour spectrum provide the important contributions to the cooling rate at high altitude 

and weaker regions play the important role in the lower atmosphere. In stratosphere (lower 
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panel), the absorption of water vapour in the pure rotation band dominates cooling in this 

region. The absorption in 6.3 µm band (1200 ~ 2000 cm
-1

) is also apparent in the stratosphere.  

Figure 19. Spectral cooling rate profile for water vapour (no continuum) as a function of pressure of 

midlatitude summer atmosphere. The upper panel uses a linear scale to emphasize results in the 

troposphere and the lower panel uses a logarithmic scale to emphasize the results in upper atmosphere. 

Color scale × 10-3 is in unit of K day-1 (10 cm-1)-
1
. 

 

 

The absorption of water vapour self-continuum has an important contribution to the longwave 

cooling rate in the troposphere. The cooling profile including this component is shown in 

Figure 20. The difference between this profile and that without including the self-continuum is 

also shown in this figure. It is seen that the inclusion of the self-continuum absorption increases 

the cooling rate by one color unit in the spectral regions 500 ~ 1200 cm
-1

 and 1800 ~ 2500 cm
-1

 

where the absorption due to the water vapour line  is relatively weak. The contribution to the 
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cooling rate due to water vapour self-continuum absorption can be clearly seen in the lower 

panel of this figure.  

Figure 20. Spectral cooling rate profile for water vapour including self continuum (upper panel) and self-

continuum only (lower panel) as a function of pressure for midlatitude summer atmosphere. The color 

scale × 10
-3

 is in unit of K day
-1

 (10 cm
-1

)
-1

. 

 

 

 

 

The shortwave spectral heating profile for water vapour is shown in Figure 21. The heating 

rates spread from the infrared to visible regions. Small heating rates even occur in the spectrum 

14500 ~ 20000 cm
-1

 where the water vapour effect is usually ignored in early radiation codes 

(e.g. Slingo and Schrecker, 1982). The absorption in the shortwave also shows a band structure 

and the band width is wider in troposphere than in stratosphere. The absorption for spectrum > 

12000 cm
-1

 can be ignored in stratosphere.     
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Figure 21. Shortwave spectral heating rate profile for water vapour as a function of pressure for MLS 

atmosphere. Color scale × 10
-3

 is in unit of K day
-1

 (10cm 
-1

)
-1

 

 

 

The spectral heating rates for other species are all captured in Figure 22. The spectral 

distributions of heating rates for carbon dioxide, methane, nitrous oxide and oxygen have a 

similar signature in that they all have narrow absorbing bands. In order to resolve these 

absorbing properties, the band structures for a radiation code should be carefully designed to 

capture these characteristics. In comparison, the spectral heating rate for ozone shows a 

smoothly continuous distribution. This feature indicates that the absorption by ozone can be 

treated using a relatively wide spectral band. In SES1, for example, we used one band to treat 

the ozone absorption in the UV spectral region. Nevertheless, the number of spectral bands in 

SES2 has been increased to 4 in order to better resolve the UV radiation and spectral variation 

of aerosols. 

Based on the spectral heating rate distributions presented above, the spectral band limits for the 

SES2 are designed and they are shown in Table 1.    
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Figure 22. Shortwave spectral heating profiles for (a) carbon dioxide, (b) methane, (c) nitrous monoxide, 

(d) oxygen and (e) ozone. 
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Table 1. Division of spectral bands, absorbing species and number of k terms in each band   

Band SW  (µm) Species  Number k 

1 0.20~0.45 O3 3 

2 0.45~0.50 O3 1 

3 0.50~0.63 O3, H2O 1 

4 0.63~0.70 O3, H2O, O2 1 

5 0.70~0.83 O3, H2O, O2 2 

6 0.83~1.18 H2O 4 

7 1.18~1.67 H2O, CO2, O2 5 

8 1.67~2.50 H2O, CO2, CH4, N2O  5 

9 2.50~ 5.00 H2O, CO2, CH4, N2O 5 

LW LW (cm
-1

)   

1 25 ~ 250  H2O 4 

2 250 ~ 520 H2O 6 

3 520 ~ 800 H2O, CO2 O3 N2O 7 

4 800 ~980 H2O, CO2 CFC11 

CFC12 CFC113 

CFC114  

2 

5 980 ~ 1100 H2O, CO2 O3 CFC11 

CFC12 

CFC113 CFC114 

3 

6 1100 ~ 1400 H2O,  CH4, N2O 4 

7 1400 ~ 2000 H2O, N2O 2 

8 2000 ~ 4000 H2O, CO2, CH4, N2O 3 

  Total number 58 
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8.   CORRELATED K-DISTRIBUTION DEVELOPED FOR 
SES2 

The development of k-distribution model has been well established. Any new work in this area 

should be focused on the issue of efficiency as this is critical to the operational NWP 

application. There are two issues in this method that affect the accuracy and efficiency. One is 

the method used to determine the sub-intervals in g space; the other is the method to determine 

a corresponding k value for each interval that may be representative in this interval. There is no 

unique method for identifying the optimal number of k terms. It is normally determined by the 

balance between accuracy and speed. It is found from our experiences that the ESFT method 

may be superior in limiting the number of k terms to the methods which calculate ∆gi interval 

from physical principles. This method was also suggested by Cusack et al. (1999). Using the 

ESFT, the ∆gi and values of ki at a reference pressure and temperature are determined 

simultaneously for a given fit accuracy. For a fixed accuracy, the number of k terms determined 

by the ESFT method depends on the reference pressure at which the transmissions are 

calculated. At low pressures the Doppler broadening dominates, absorption coefficients are 

spread over a wide range of order of magnitude that result in more k terms needed in the ESFT 

fit than when a high pressure is chosen as a reference. Although the ESFT with a high reference 

pressure can lead to a reduction in the number of k terms, it cannot be used to develop a k-

distribution model as the accuracy of radiation at upper atmosphere cannot be guaranteed. The 

lower reference pressure has to be chosen in the ESFT fit in order to accurately resolve the 

sharp variation of absorption coefficients for the g interval close to 1. It is almost impossible to 

obtain accurate fit with only a few k terms (e.g. < 5) if a low reference pressure is used. To 

solve this problem, we sacrifice the fit accuracy by using a fixed number of k terms in ESFT to 

determine the values of g interval. The lost of accuracy is then recovered by adjusting the k 

value in each g interval as introduced below. 

For each g interval, a representative k value can be determined by following methods. The 

simple one is to obtain the representative k by a linear average of all k values across the g 

interval as used by Mlawer et al. (1997). The second is to use a k value corresponding to the 

middle point within the g interval. The third method is to calculate average transmissions 

across the g interval for a set of absorber amounts and fit the results to grey exponential 

function to determine k. The fourth is to calculate a mean k value weighted by transmission 

calculated at each g grid across the interval. In Figure 23, we show the k distributions 

determined using these methods for a spectral band 0 – 250 cm
-1

. We first use the ESFT to 

determine the number of g intervals for a reference pressure of 1 hPa and a temperature of 250 

K. For an accuracy of 10
-4

 for the band average transmissions, 10 exponential terms was 

resulted from the ESFT fit. We then used the above methods to determine the k values in each g 

interval.  The solid curve in Figure 23 represents the line-by-line result and the symbols denote 

the k distributions determined using different methods. The k values determined by ESFT are 

also shown in the figure.   It is seen that there are no significant difference for the k values in 

the first 7 g intervals (left panel) determined by different method. However, the difference 

becomes larger for g intervals close to 1 (right panel). Since the k values for g close to 1 

dominate the radiative flux and heating rate in the upper atmosphere (Li and Barker, 2005), 

these differences must lead to a large differences in the radiative transfer calculations. These 

methods are examined with the radiation code and it is found that if a number of k terms is 

large enough (e.g. 16 terms as used in Mlawer et al. 1997), the differences in radiative fluxes 
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and heating rates determined using these methods are not significant. However, if only a few k 

terms are used (e.g. 7 k terms) a large difference occurs. 

 

Figure 23. Absorption coefficients in each g interval determined using the five methods. The solid curve 

represents the values at the line-by-line grids and the symbols denote those using 10 g points. 

 

 

Figure 24 shows the downward fluxes above 100 hPa determined using these methods. One 

result is determined using 16 k terms and the rests are determined with 7 k terms. The red curve 

in the figure represents the reference result determined by GENLN2. For Clarence the results 

from the gray fit and transmission weighting methods are not shown as these are worse than 

those shown in the figure. It is seen that for the results determined with 7 k terms, the method 

of linear average generates a larger error for the downward flux. The method using a k value at 

the middle point within a g interval results in a compatible flux profile with that using 16 k 

terms. This comparison indicates that the k value at the middle g point may be a better 

representative if the number of g intervals within a band is small. Although it is superior over 

the other methods, the result is not as good as that from using 16 k terms. Therefore, we try to 

find an alternative approach. 

As seen above, the problem mainly occur above 100 hPa when g is close to 1, we try to adjust 

the k values in these intervals. In fact, it is just the last k term that causes the significant fluxes 

departure from the reference values. Therefore, we used the following function to scale k 

values in the last g interval.  
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Figure 24. Downward irradiances above 100 mb determined using the LBL and SES2 with 4 methods of 

determinations of absorption coefficients. The calculations use MLS atmosphere with 60 layers. The 

legend 'sp' means a pressure scaling to the last k term above 3.5 mb. 
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where p is the pressures above 100 hPa and p0 =1013 hPa. Parameter n is determined by 

minimizing an error equation defined by 
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where N
ref

 represents the net radiative fluxes determined by GENLN2 and N
i
 denotes the net 

fluxes from the CKD method. The result determined using this scaling parameter is also shown 

in Figure 24 which has an almost same accuracy as that from using the 16 k terms. The heating 

comparison is shown in Figure 25. Again, the accuracy of the heating rate determined using the 

7 k terms with the scale equation (11) is compatible with that from using the 16 k terms.   

The above exercise indicates that for a fewer number of g intervals the representative k values 

may be better determined by a numerical fit. This is just what the ESFT does. The difference 

between the ESFT method and the above approach is that the ESFT adjusts all k values and 

width of g intervals to get an overall better result by gradually increasing the number of k terms 

until the satisfactory accuracy is achieved. Our approach is to adjust the last k term only that 

contributes a large error in radiation calculations in upper levels of the atmosphere. This means 

that the numerical fit may be better performed for each g interval separately to obtain a best 
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representative k value in that interval. This will require line-by-line calculations using the 

re-ordered absorption coefficients so that the flux profiles for each interval can be obtained and 

used as reference for the fit. This procedure is applicable but too expensive. Alternatively, we 

proposed the following procedures to achieve the above approach.  

 

Figure 25. Longwave heating rates (left) and errors (right) determined using LBL code and SES2 with 4 

methods of determinations of the absorption coefficients.representative k value in that interval. 

 

For each band, we generate a reference CKD code using 145 k terms as suggested by Fu and 

Liou (1992). The accuracy of radiation calculation determined using such a large number of k 

terms in the g space can be safely guaranteed. We then use the ESFT to determine the weights 

for a fixed number of intervals. The representative k value in each interval is determined by 

minimizing the error function given by  
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where N
145

 is the net flux in each g interval determined by the reference code, and N
i
 is the flux 

determined by the code with single k profile. We start this process with one interval and 

gradually increase the number of intervals until a satisfactory result is obtained. The k values 

corresponding to the middle point in the interval are used as initials. The summation in Eq. 13 
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is from reference pressure level m1 to m2, where m1 and m2 are determined by eye from 

examining the flux and heating rate profiles for each g interval. Therefore, only the k values 

within these two reference pressure levels are fitted. In general, the values of m1 and m2 shift 

from a high reference pressure regime to a low pressure regime as the g interval moves close to 

1. Using this approach, we can limit the number of k values in each band to minimum 1 and 

maximum 7 while the accuracy of flux and heating rate is well maintained. The number of k 

terms obtained for each of the SES2 band is listed in the table 1. The total number of k terms 

for the SES2 is only 58. The same numbers in the SES1 and ES original scheme are 109 and 

121, respectively. As a result, the SES2 should be more efficient than SES1and ES schemes. 

 

Figure 26. Comparison of net flux determined for 28750-50000cm
-1

 using 5 k term with those using 145 k 

term. The thick curves represent the results from 5 k terms while the thin lines denote those from 145 k 

term. The left panel shows results determined using method of ESFT and right panel gives the results 

from fit method. The right most curves show the total band fluxes.  

Figure 26 shows the flux profiles in each g interval for the shortwave spectral band  28750-

50000cm
-1

 determined by the reference code using 145 k terms and the code with 5 k terms 

determined by ESFT with k values taken at the middle point in each interval (left panel) and by 

the fit method (right panel).  The flux biases between reference and ESFT occur in all g 

intervals, but the values of bias are only larger in the last g interval. These biases are all 

reduced using the fit method, leading the total band fluxes to be in a good agreement with the 

reference results. Figure 27 shows heating profiles in a longwave spectral band 0 – 250cm
-1

.  

The fit method with only 4 k terms generates heating rate that is almost the same as that from 

using 145 k terms.  
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Figure 27. Longwave heating profiles determined by GENLN2 and two CKD models: one using 145 g 

intervals and one using 4 g intervals.  

 
 

9. TREATMENT OF GASEOUS OVERLAPPING 
ABSORPTION   

 

In some spectral bands, more than one significant absorbing species must be considered. The 

overlapping absorption by these species is treated in the same way as in the SES1 (Sun and 

Rikus, 1999) with some modifications necessary to the CKD model. For two absorbing species, 

the spectral optical depth is calculated by 

,2211 ukuk +=τ  (14) 

 

where u1 and u2  represent the molecular absorber amounts for each species. In order to treat the 

two absorbing species as if a single one, we express the above optical depth by   

,mmuk=τ  (15) 

where km  represents the effective absorption coefficient for a binary species and um is a binary 

absorber amount defined by 

21 fuuum +=  (16) 
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where f is a tunable parameter that maintains the contribution to the optical depth from u2  in 

the same order of magnitude as that from u1 (Sun and Rikus, 1999). Therefore, f can be simply 

defined as a ratio of the maximum absorber amounts of the two species, i.e. 

.
max

2

max

1

u

u
f =  

(17) 

 

The effective absorption coefficient km can then be determined by 
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The dependence of km on the binary absorber amounts is determined by a linear interpolation of 

a binary parameter η defined by 

21

1

fuu

u

+
=η  

(19) 

For a fixed η value, this equation sets up a constraint that ensures that the absorber amount u1 is 

fully correlated with u2.  The um in Eq. (16) is then determined using this relationship to ensure 

that it is equivalent to a single species. A value of η near zero implies that the second species is 

dominant, whereas a value near 1 indicates that the first species is dominant. The values km for 

9 η values equally spaced as 0, 1/8, 2/8, 3/8, …, 1 are determined for all 59 reference pressures 

and 5 temperatures at each level and the results are stored as a look-up table for interpolation. 

To calculate optical depth for a mixture of the two species in a broadband model, one first 

calculates η from equation (19) and km is determined by linear interpolation from the stored 

values at referenceη.  

Substituting equation (19) to (18), we can see that 
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(20) 

 

From this equation we obtain that  

                    11ukm =τ                       if  u2 = 0 

                    22ukm =τ                      if  u1 = 0 

This indicates that the treatment for the binary species overlapping absorption meets the optical 

depth calculation for either single gas. 
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The above method is applied to the cases in which both absorbing species have significant 

absorption in a band, for example, CO2 band in 15 µm and O3 band in 9.6 µm. Therefore, the 

absorbing species in each band must be classified as either key or minor species. The 

classification of key and minor species in each of the SES2 band is also listed in table 1. The 

treatment of minor species is described in the next section.  

 

10. TREATMENTS OF OTHER QUANTITIES IN CKD MODEL 

 

10.1 Minor species 

 

The species that has strong absorption in a band is defined as a key species and its effect on 

radiation is analyzed in detail. The CKD method and the method for dealing with overlapping 

absorption by the binary species described in the previous section are applied to these key 

species. Other species that have weak radiative effect are classified as minor species and the 

overlapping absorptions by these species are treated in a less precise way as suggested by Li 

and Barker (2005) and Zhang and Shi (2005). The k values for these minor species are sorted at 

the g space according to the position of that of key species sorted at the reference pressures and 

temperatures. Thus, the spectral correlation between the key species and minor species is 

maintained. The overlapping transmission by minor species is then accounted for in terms of a 

monochromatic way 
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(21) 

 

The results of radiative fluxes and heating rates are examined against the reference values after 

adding these minor species. If the differences are not acceptable then the k values for these 

species are adjusted using the same procedures as that for the key species.  

 

10.2  Water vapour continuum 

 

The water vapour continuum scheme of MT_CKD (Mlawer, personal communication) is used 

in both GENLN2 and SES2. As a usual practice, the effect of the foreign broadening continuum 
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absorption is included in the treatment of the water vapour line absorption. The self-continuum 

is treated separately. The absorption coefficients of the self-continuum component are 

calculated for 21 reference water vapour pressures ranged from 0 to 50 mbar in 2.5 mbar 

increment and 5 temperatures (180, 215, 250, 285, 320 K) for each reference vapour pressure. 

The results are used to determine the absorption coefficient corresponding to the real water 

vapour pressure and temperature by linear interpolation. Its contribution to the transmission is 

also treated using equation (21) with k values sorted according to the position of sorted water 

vapour line spectrum.  

 

10.3 Planck function 

The Planck function in the Edwards-Slingo scheme is determined by fitting the band average 

Planck function to temperature in terms of a polynomial function. In SES2, the band average 

Planck functions are pre-determined for 161 temperatures ranged from 180 to 340 K with 1 K 

increment. The Planck value at real temperature is then determined by linear interpolation using 

these reference values. The results have compared with those determined by polynomial 

function used in the Edwards-Slingo model and they are in a good agreement. But using the 

interpolation approach may be more efficient. 

10.4 Oxygen collision induced continuum 

 

The oxygen collision induced continuum absorption cross-section data have been introduced in 

previous section. To implement this contribution to the SES2 broad-band model, the binary 

cross-section absorption data at 1.27 µm band are derived using the GENLN2 for three 

temperatures (200, 250, and 300 K). These data are sorted according to the position of the 

sorted spectrum for the key species in the band. The effect on the radiative transfer calculations 

is then considered in the same way as for the minor species. Again, a linear interpolation is 

used to determine the temperature dependent cross-sections in the model. The same procedure 

is applied to the other two spectral bands except that they have no temperature dependence. 

 

10.5 Solar source function 

 

Five solar source functions as mentioned in previous section are implemented into the SES2. 

The spectral distributions of these functions are also sorted according to the position of the k-

distribution of the key species in a band. Instead of using a band averaged solar source at the 
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top of the atmosphere as used in the Edwards-Slingo model, the fraction of solar source fluxes 

in each g interval is worked out and used in the radiative transfer calculations.  

Figure 28. The left two panels show the longwave heating rates and difference with and without solar 

source at the top of the atmosphere. The right panels show the heating rate and difference with and 

without adding solar tail flux to the last near infrared band.  

 

10.6 Treatment of overlapping absorption of the solar and 
infrared 

 

It is traditionally defined the solar spectrum as a region from 2500-50000 cm
-1

, and the infrared 

spectrum from 0-2500 cm
-1

. The spectral overlap between the solar and infrared is usually 

ignored because the fraction of solar flux in this region is small and its effect is not important 

(Liou, 1980). Such a division makes it possible to treat the radiative transfer and source 

functions separately for the two spectral regions and therefore simplify the solution in the 

radiative transfer. In the Edwards-Slingo code, this fraction of the solar energy is added to the 

last near-infrared band. This only makes the input total solar flux right at the top of the 

atmosphere. Since the absorption of the solar energy is spectral dependent, add this part of the 

energy to the other spectral region may not solve the problem.  The solar flux in the overlap 

region 0-2500 cm
-1 

is about 12 W m
-2

, which is about 1% of the total solar energy. Li and 

Barker (2005) have discussed the effect of this issue. They included the effect of the solar 

energy in this region by imposing the additional solar flux in 0-2500 cm
-1 

onto the downward 

flux for the appropriate infrared bands. This treatment is simple and natural and therefore 

adopted in the SES2. This is the reason that the longwave spectral file in SES2 scheme also 

contains the block of the solar source function. The influence of including this part of solar 

energy in both the longwave and shortwave radiation calculations is examined using SES2 and 

the results are shown in Figure 28. It is seen from the left two panels that adding the fraction of 

the solar energy to the last near-infrared band has a negligible effect on the heating rate. 

However, adding this fraction of energy to the longwave calculations has a noticeable effect on 

the heating rate, especially in the lower troposphere where extra heating rate is about 0.2 K day
-

1
.  
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11. COMPARISONS OF SES2 WITH GENLN2, SES1 AND 
UKMO ES SCHEMES  

The radiative flux and heating rates determined using the SES2 radiation scheme are compared 

with the reference results determined using the GENLN2, SES1 and the UKMO version of 

Edward Slingo radiation schemes. Figure 29 shows a comparison of longwave cooling and 

shortwave heating rates determined by SES2 and LBL. The calculations were performed for 

three atmospheres (mid-latitude summer, tropical and sub-arctic winter). In the shortwave 

calculations, a solar zenith angle of 30
o 
and a surface albedo of 0.2 are used. The EAR version 

of the Kurucz solar source function is employed. The upper panels show the longwave results 

and the lower panels give the shortwave results. The left column presents the heating/cooling 

rates for the three atmospheres determined by the LBL scheme and the right column shows the 

errors of SES2 relative to LBL. It is seen that the SES2 produces more accurate heating/cooling 

rates in troposphere for the pressure level below 10 hPa with the errors being less than 0.5 k d
-1

. 

The errors of less than 1 k d
-1

 occur above 10 hPa for the mid-latitude summer and tropical 

atmospheres. The errors at upper levels for the sub-arctic winter atmosphere are slightly large, 

reaching to about 2 k d
-1

. This reveals a possible problem when using the equation 12 to 

determine the representative k values in each interval based on the calculations for the mid-

latitude summer atmosphere only. A further investigation will be conducted to find out the 

reason why the errors for the cold atmosphere are relatively large. Nevertheless, the results are 

still considered as accurate at this pressure level because the absolute heating/cooling rates are 

very large here and therefore the relative errors are still very small.  

The shortwave comparison of SES2 with SES1 and LBL is shown in Figure 30. Note that the 

absorptions due to O2, CH4, and N2O are included in the GENLN2 and SES2 calculations but 

not in the SES1 and therefore this comparison actually reveal the contributions of these species 

to the radiative transfer in the atmosphere. It is seen that neglect of these three species in the 

SES1 calculation leads to an overestimate of the downward solar flux at the surface by about 6 

W m
-2 

 and an underestimate of the solar heating rate in stratosphere by about 2 k d
-1

.  This 

result indicates that the radiative effects of these species are important and should be included 

in the shortwave calculations. 

The results determined by SES2 are further compared with those from Edwards-Slingo schemes 

and the shortwave results are shown in Figure 31. It is seen that both the downward and upward 

solar radiative fluxes generated by the Edwards-Slingo scheme are higher than those 

determined by LBL and SES2. The downward flux is overestimated by about 15 W m
-2

 and the 

upward flux overestimated by 5 W m
-2

. The heating rate above 10 hPa, however is 

underestimated. There are a couple of reasons for these discrepancies. One of them is the 

omission of absorption by CH4, N2O and water vapour continuum which are all included in the 

LBL and SES2 schemes and these can reduce the downward flux at the surface by about 2 W 

m
-2

. The second reason may attribute to neglecting the absorption of solar radiation in the 

spectral region between 100 ~ 2000 cm
-1

, which causes a difference of about 6 W m
-2

. The third 

fact may be due to the use of different ozone absorption cross-section data. The forth fact may 

be due to the difference in the treatment of transmission calculation. It may be worth to note 

that the shortwave absorptions due to CH4 and N2O have been absent from the all shortwave 

radiation schemes participated to the IPCC AR4 assessment and it has been suggested that they 

should be included in the IPCC fifth assessment (Collins et al., 2006). This indicates that the 
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Figure 29.  Comparison of radiative heating/cooling rates determined by LBL and SES2 radiation 

schemes for three atmospheres. The shortwave calculations assume a solar zenith angle of 30
o
 and a 

surface albedo of 0.2. The left panels show heating/cooling from LBL calculations and the right panels 

show the errors of SES2 relative to LBL.  

 

 

SES2 has been well ahead of most shortwave radiation codes in this regard and already meet 

the need for the next IPCC assessment. Figure 32 shows a longwave comparison. It is seen that 

the agreement between SES2 and Edwards-Slingo schemes is better than the shortwave. The 

upward flux determined by the Edwards-Slingo scheme is even better than SES2 although the 

downward flux and cooling rate are still slightly worse.  
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Figure 30. Comparison of the shortwave results determined using the SES2 with those from the LBL and 

SES1 for mid-latitude summer atmosphere. The calculations assume a solar zenith angle of 30
o
 and a 

surface albedo of 0.2. 
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Figure 31. Comparison of shortwave results determined by LBL, SES2 and Edwards-Slingo radiation 

schemes. The calculations use MLS atmosphere with a solar zenith angle of 30
O 

 and surface albedo of 

0.2. 
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Figure 32. Comparison of longwave radiative results determined by LBL, SES2 and   Edwards-Slingo 

schemes for MLS atmosphere.  

 
 

 

 

12. FAST SCHEME FOR SURFACE RADIATION BUDGET 
(SURFLX) 

 

A Fast scheme for determining global and net solar radiation at the Surface (SURFLX) is under 

development based on SES2 scheme. The reason for developing such a scheme is to enable the 

surface radiation budget calculation to be carried out at each model integration time step in 

order to improve the model land surface process. The radiation is computationally time-

consuming to model and therefore its calculation in most NWP and climate models is only 

performed at very low frequency. The model integration time step is usually in the range 450 to 

720 seconds but the radiation frequency is often set to a 2-3 hour interval. The radiative heating 

in the atmosphere and radiation budget at the surface are therefore not updated between the two 

radiation time intervals.  This is an unsolved problem and may lead to incorrect land surface 

processes. Apart from the radiative heating/cooling effect in the atmosphere, the important 
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influence of radiation on convection and precipitation is its impact on the surface processes. 

The radiation absorbed by the earth surface is transformed to the sensible, latent and soil heat 

fluxes. If the diurnal cycle of the absorbed solar energy at the surface is not well represented in 

the model simulations the sensible and latent heat flux calculations will not be correct, which in 

turn will influence the development of convection and precipitation. In order to improve the 

model surface processes, the radiation budget at the surface between the two radiation time 

steps should be corrected to allow for variation between radiation calculations. However, it is 

hard to do this by a simple interpolation because there are usually rapid changes in atmospheric 

conditions, especially when there are clouds present. Therefore it may be desirable to develop 

an appropriate method that can be used to accurately determine the surface radiation budget at a 

high temporal frequency (e.g. each model time-step). 

Such a scheme is currently under development based entirely on the SES2 full radiation 

calculations. The reason is twofold. First, the scheme is used in the global model and the results 

must be consistent with those determined using the full radiative transfer model. Second, such a 

scheme can be easily validated using most available field observations and therefore provides 

inhered validation back to the SES2 scheme.  

The development has been completed for the clear sky condition and the details can be found in 

Sun et al., (2007).  

   

13. EVALUATIONS OF SES2 IN BMRC ATMOSPHERIC 
MODEL (BAM)  

 

13.1 Comparison of radiation fields with satellite 
measurements 

 

The performance of SES2 in the BAM model is first assessed by comparing the modeled 

radiation fields with satellite measurements for the clear sky condition. The monthly mean clear 

sky radiation fields at the TOA determined by CERES satellites for January 2001 are used as a 

benchmark. The BAM 5.0 model was run in the climate mode for three cases:  

• Control run: operational radiation codes (Fels-Schwarzkopf longwave and Lacis-Hansen 

shortwave) were used and the results are represented as FS. 

• Experiment 1: SES1 was used 

• Experiment 2: SES2 was used 

Figure 33 shows the clear sky upward shortwave radiative flux at TOA in January 2001 

determined by the CERES satellites and BAM model. The distribution patterns of modeled 
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results are in a reasonable agreement with observations. But the results of SES2 are better than 

those of FS and SES1. This can be seen in the reflected flux in mid-high latitude regions in 

southern hemisphere where the results from the SES2 are closer to the observations whereas 

those from the FS and SES1 are overestimated. The improved results from SES2 can also be 

seen in South America and Australia.       

Figure 33.  Clear sky reflected shortwave flux at the top of atmosphere determined by CERES satellite 

and BAM model for January 2001. Top left panel: CERES; top right panel: FS; bottom left panel: SES1; 

bottom right: SES2. 

  
 

Figure 34 shows the comparison of clear sky OLR. It is seen in this figure that OLR determined 

by FS scheme is closer to the CERES observation. A low OLR belt is produced by both SES1 

and SES2 schemes along convective regions such as ITCZ, Asia Monsoon region and South 

Pacific convective zone while the results from CERES satellite do not show this signature. 

These discrepancies raise a question on whether the errors are in the model or in the 

measurements. This question has been discussed by early studies carried out by other 

researchers. Slingo et al., (1998) conducted model-satellite clear sky OLR comparison using 

the Edwards-Slingo radiation scheme with input data from 15-year ECMWF reanalysis and 

ERBE clear sky-OLR. Their results are very similar to what we found here, i.e. over convective 

regions such as the ITCZ the simulated clear-sky OLR is lower than that from ERBE by 

between 5 and 20 W m
-2

. Their investigations have led to a conclusion that the problem is likely 

due to the ERBE scene identification. Collins and Inamdar (1995) also argued that the ERBE 
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bias results from problems with the scene identification algorithm. In particular, at high 

humidities the algorithm could incorrectly classify low values of the clear-sky OLR as 

originating in cloud and so exclude them from the clear-sky diagnostic. Since the convective 

zone due to the ITCZ cannot be seen from the CERES clear-OLR, the same bias may have also 

applied to this quantity. Thus, the poor comparison of clear-sky OLR between the CERES and 

SES2 simulation may be due to the uncertainty in the observations.  

 

Figure 34.  Clear-sky OLR determined by CERES satellite and Bam model for January 2001. Top left 

panel: CERES; top right panel: FS; bottom left panel: SES1; bottom right: SES2. 

 
 

The monthly mean all-sky reflected shortwave flux at TOA determined by CERES satellite and 

BAM simulation is presented in Figure 35. Although the distribution patterns from three 

radiation schemes are all similar to that of CERES, some differences can still be identified. The 

modeled results by SES1 in the south America is higher than CERES. The results over the 

Central Pacific Ocean determined by both FS and SES1 schemes are overestimated. In general, 

the SES2 provides relatively better results compared with CERES observations.  



 

 50                        Development of Sun-Edwards-Slingo radiation scheme (SES2) 
 
  

The comparison for the monthly OLR is given in Figure 36. The distribution patterns of the 

OLR simulation from three radiation schemes are similar to that of the CERES observation. But 

the results over the convective regions, southern hemisphere ocean and South Africa from 

SES1 are lower than those of the CERES, indicating overestimate effect of clouds. The results 

from FS scheme, however, are opposite, i.e. the OLR in these regions are higher than the 

CERES observation. In contrast, the SES2 improves the simulations in these regions although 

the effects of cloud over the tropical region are still overestimated.   

 

Figure 35.  All-sky reflected shortwave flux at TOA determined by CERES satellite and BAM model for 

January 2001. Top left panel: CERES; top right panel: FS; bottom left panel: SES1; bottom right: SES2. 

 
 

13.2 Ten year AGCM integration 

 

The SES2 scheme is further assessed by performing 10 year Atmospheric Model 

Intercomparison Project (AMIP) experiment, commencing in January 1979, through until 

December 1988. An initial condition with 60 vertical levels in January 1979 is used. Prognostic 

cloud scheme developed by Rotstayn (1997), a new land surface scheme developed at ECMWF 

and a new convection scheme from ECMWF are used in the calculations. 
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Figure 36. All-sky OLR determined by CERES satellite and BAM model for January 2001. Top left panel: 

CERES; top right panel: FS; bottom left panel: SES1; bottom right: SES2. 

 
 

13.2.1 Cloud radiative forcing 

 

Figures 37 - 38  show the comparison of zonal mean distribution of longwave, shortwave and 

total forcing determined by the model and the Earth Radiation Budget Experiment (ERBE) 

observations. In both January and July, the model derived longwave forcing agrees well with 

the observations over the tropical regions, but the forcing is underestimated in middle-high 

latitudes. The modelled shortwave forcing compares well with observations too in both months 

except in higher latitudes regions around ±60
o
 where the shortwave forcing is underestimated. 

This deficiency also occurs in the early experiments performed using BAM 3.0 (Colman et al., 

2005). Biases in the total forcing are very similar to that of the shortwave forcing, indicating 

domination of the shortwave forcing. 

  In the horizontal distribution (Figure 39-40), the model errors are very similar to those from 

the BAM 3.0 run (Colman et al., 2005). However, improvements in certain areas can be seen 

from the error distributions. In January, for example, the negative longwave forcing errors in 

the Indian Ocean and over the maritime continents and the positive errors in the tropical 

Western Pacific are reduced. While the bias around the Northern hemisphere middle-latitude 
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are increased the bias further north around 60 degree are substantially reduced. In July, strong 

positive bias in the tropical Indian and Western Pacific Ocean in the BAM 3.0 model are 

significantly reduced, but again, the negative bias in middle-high latitudes are increased.  

The negative bias in shortwave forcing over the tropical regions in both January and July 

(Figure 41-42) are much smaller compared with the results determined using BAM 3.0 (Colman 

et al., 2005). But marked positive bias in high latitudes still exist which contribute significant 

zonal bias shown in Figure 37-38.    
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Figure 37. Comparisons of the ERBE and SES2 for zonal mean cloud longwave forcing (top panel), 

shortwave forcing (middle panel) and total forcing (low panel) in January. 
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Figure 38. Same as Figure 37 but for July. 
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Figure 39. Horizontal distribution of cloud longwave forcing determined by ERBE and BAM model in 

January. 
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Figure 40. As for Figure 39, but for July. 
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Figure 41. Horizontal distribution of cloud shortwave forcing determined by ERBE and Bam model in 

January. 

 

 

 

 



 

 58                        Development of Sun-Edwards-Slingo radiation scheme (SES2) 
 
  

Figure 42. As for Figure 41 but for July. 
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13.2.2 Precipitation 

 

Figure 43 – 44 show precipitation for two months. The observations of Xie and Arkin (1996) 

are used for comparison. For the zonal and horizontal distributions, the overall patterns in the 

model are generally good. All features captured by the BAM 3.0 (Figure 7.1 and 7.2 in Colman 

et al., 2005) are maintained in current experiment. Furthermore, the positive bias along the 

ITCZ in January in the BAM 3.0 experiment are substantially reduced that lead to a much 

better zonal mean comparison over the tropical region. The improvement in July is also 

apparent, especially in the northern hemisphere. The slightly shift peak in the BAM 3.0 

simulation has been corrected and a better comparison in the middle-high latitudes is obtained. 

 

 

13.2.3 Zonal mean temperature 

 

The modelled zonal mean temperature is compared with the National Centers for 

Environmental Prediction (NCEP) reanalysis. Figure 45 - 46 shows the results. The modelled 

temperature in January compares well with the NCEP data throughout the atmosphere over the 

tropic and sub-tropical regions except around 100 hPa where warm bias between 3 and 6 
o
C 

occur. Above 300 hPa, cold biases occur over the North Pole. Over the South Pole, cold biases 

occur in three vertical layers: from the surface to 600 hPa; 300 hPa to 150 hPa, and from 40 

hPa to 10 hPa. In contrast, the bias patterns are very different in July. The cold biases occur 

below 150 hPa at northern high latitudes and pole region. Above 30 hPa level, another cold bias 

extends from the North Pole to the southern middle-latitudes. Strong warm bias occurs at the 

top level in southern high latitudes and it shifts toward mid-latitude downward. Another warm 

bias happens at low troposphere over the South Pole.   

Compared with the BAM 3.0 simulations, the temperature fields from the current experiment 

have significant improvement in two areas. The warm biases in the upper tropical atmosphere 

disappear and large cold biases over the poler regions are reduced.  

It must be emphasized that the improvements from the current experiment relative to the BAM 

3.0 experiment are not only attributed to the new radiation but also other physical changes as 

well as changes in the vertical resolution. In order to make a clean comparison to assess the 

impact due to the change in radiation only, the same AMIP runs have been performed using the 

radiation schemes of FS and SES1. The results have shown some advantages from the SES2 

schemes. But these comparisons are not included in this report for reduction of the paper 

length. 
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Figure 43. January precipitation for (a) model, (b) observations, (c) model minus observations and (d) 

zonal mean of model and observations. Units: mm/day 
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Figure 44.  As for Figure 43, but for July. 
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 Figure 45. January, zonal mean temperature for: (a) model, (b) NCEP, and (c) model minus NCEP. Units: 
o
C. 
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Figure 46. Same as Figure 45, but for July 
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Figure 47. Verification of MSLP in tropics. Red curve is from the control run; green is from SES2 with 

cld93 scheme and blue is from the SES2 with prognostic cloud scheme;  
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Figure 48.  As for Figure 47, but for 850 hPa geopotential height of Southern Annulus. 
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Figure 49. As for Figure 47 but for 500 hPa geopotential height of Northern Annulus. 
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Figure 50. As Figure 47 but for 100 hPa geopotential height of Australia 
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Figure 51. As for Figure 47 but for 50 hPa geopotential height of tropics  

 

 
 

14. CONCLUSIONS 

 

This report has documented development works relating to radiation carried out at BMRC. 

These include the modifications of Genln2 line-by-line radiation model, the development of 

SES2 radiation scheme and the development of fast surface radiation budget scheme. In line 

with these developments, a set of processing software has also been developed and become a 

useful tool for use in the future. The important outcome from the SES2 scheme is its capacity 

for most NWP and climate applications. This is particularly true for meeting with the 

requirement for the IPCC assessment. With the system as shown in Figure 3, implementing 

extra absorbing species to the SES2 in the future becomes a relatively easy task. The link 

between the SES2 and SURFLX schemes has extended the model validations to a wide range 

of atmospheric conditions. Such a validation is very important as it ensures that the models are 

accurate for general conditions that may occur in the atmosphere.   
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 From the results presented in this report, the following conclusion marks can be drawn. 

1. Compared with observations and other line-by-line radiation schemes, it has been shown 

that the modified Genln2 model is accurate and can be safely used as a tool and benchmark 

for development of broad-band radiation scheme. The model capability has been further 

strengthened with the implement of the new spectral absorption datasets. 

2. A new correlated k-distribution method is developed for the SES2 radiation scheme. It has 

been shown that this method is successful in reduction of the computational cost while 

maintaining the calculation accuracy. Using this technique, the total number of 

monochromatic radiative transfer calculations in each radiation call in model integration is 

reduced from 121 required in Edwards-Slingo original scheme to 58 in the SES2.  

3. SES2 has been tested against the Genln2 line-by-line and the flux bias is within 1 W m
-2

 at 

the surface and 2 W m
-2

 at the top of the atmosphere. The heating rate error is less than 0.5 

k day
-1

 in troposphere and less than 2 k day
-1

 in stratosphere. 

4. The global and net solar radiative fluxes determined using the SURFLX are compared with 

observations obtained from four different locations in the tropics, mid-latitudes, Arctic and 

Tibetan Plateau (results are not shown in this report). The mean relative errors of SURFLX 

scheme for these locations are between 4% and 8%. The agreement between the SURFLX 

and SES2 is excellent with bias being less than 0.5%. The accuracy of SURFLX indicates 

that it may be applicable to the SES2. 

5. The SES2 is evaluated in BAM model in both climate and NWP modes. The model derived 

radiation fields at the TOA under clear sky condition are compared with CERES satellite 

observations. The results show that the modeled shortwave reflected radiation at the TOA 

is in a good agreement with the CERES observations. But discrepancies in OLR are found 

over the tropical convective zones. According to the early studies these discrepancies are 

likely due to the errors in the observations rather than in models. Further investigation may 

be needed to clarify this issue. Ten year climate integrations of AMIP experiment are 

performed and the results are compared with ERBE observations and NCEP reanalysis. 

Although there are many deficiencies in the model, the use of SES2 has shown some 

improvements in the cloud radiative forcing, precipitation and temperature fields compared 

with those determined using the early version of the model or using the old radiation 

scheme. One month assimilation and NWP forecasts were performed and the results were 

verified against analysis. It is seen that the use of SES2 has some positive impact on the 

forecast scores. 

In general, the SES2 scheme can produce results compatible with observations and its 

performance in the BAM model is also encouraging. Unfortunately, the scheme was not used in 

the last version of GASP operational model because of the shift to work on the Australian 

Climate Community Earth Simulation System (ACCESS). Nevertheless, the results shown in 

this report are still useful document as the SES2 has been implemented in the ACCESS model 

and may be used as operational suite if it can lead to improvement in operational weather 

forecasts. The evaluation of the SES2 in the ACCESS is currently in the process.       
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